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ABSTRACT

We present BayeSmith, a general framework for automatically
learning probabilistic models of static analysis alarms. Several prob-
abilistic reasoning techniques have recently been proposed which
incorporate external feedback on semantic facts and thereby reduce
the user’s alarm inspection burden. However, these approaches are
fundamentally limited to models with pre-defined structure, and are
therefore unable to learn or transfer knowledge regarding an anal-
ysis from one program to another. Furthermore, these probabilistic
models often aggressively generalize from external feedback and
falsely suppress real bugs. To address these problems, we propose
BayeSmith that learns the structure and weights of the probabilistic
model. Starting from an initial model and a set of training programs
with bug labels, BayeSmith refines the model to effectively priori-
tize real bugs based on feedback. We evaluate the approach with
two static analyses on a suite of C programs. We demonstrate that
the learned models significantly improve the performance of three
state-of-the-art probabilistic reasoning systems.

1 INTRODUCTION

To deal with the challenges of accuracy and alarm relevance, various
probabilistic program reasoning mechanisms have been proposed
for static program analyzers. Such systems initially report a set of
alarms in the target program using the underlying analysis and com-
pute the probability of each alarm based on a probabilistic model.
Then, they prioritize static analysis alarms by incorporating exter-
nal feedback on semantic facts from various sources such as the
users [23, 39, 50], the old version of the program [15], or dynamic
analysis results [5]. Upon receiving a response, they generalize
from the feedback and prioritize the remaining alarms depend-
ing on their relevance to those inspected by the user. By rapidly
focusing attention on the real bugs in the target program, these
systems achieve a dramatic improvement in the usability of the
static analyzer.

Despite their experimental success, much of this previous re-
search has focused on the problem of inference, rather than on
learning. Existing approaches based on probabilistic reasoning such
as alarm ranking [5, 15, 39] only learn limited forms of transfer-
able knowledge—such as the assignment of weights to the under-
lying probabilistic model—using standard methods such as the
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expectation-maximization algorithm [20]. In our observation, how-
ever, the capability of learning is fundamentally limited to the
underlying structure of the probabilistic model.

In this paper, we propose a general framework for learning proba-
bilistic models for static analysis alarms, that is applicable to various
probabilistic reasoning systems [5, 15, 39]. The underlying systems
initially construct Bayesian networks from the derivation structure
of the alarms, and prioritize alarms using the induced confidence
values. This ranking is repeatedly updated as the user inspects
alarms and reports their findings. Ideally, these responses should al-
ways improve the confidence scores of true bugs and decrease those
of false alarms. In practice, however, because of approximations
caused by the underlying abstraction and during model recovery,
they often incorrectly prioritize false alarms over true bugs. Our
goal is to improve the accuracy of probabilistic models and mitigate
the impact of these false generalization events. Given a set of train-
ing programs with bug labels, we learn logical rules that produce
accurate Bayesian network models to reduce the number of user
interactions until discovering all true alarms.

Notice that our problem (i.e., learning) is fundamentally different
from that (i.e., inference) addressed in previous papers [5, 15, 39].
Learning and inference are complementary problems in AI/ML
research, especially for Bayesian networks. The existing ones solely
focused on the inference of Bayesian probabilistic models generated
by a fixed hand-written set of rules. Instead, we shed light on the
capability of learning the Bayesian models that can significantly
improve the performance in multiple instances.

Our approach is based on two key ideas: (1) feedback-directed
and (2) syntax-guided refinement. We first construct the Bayesian
networks with an initial set of rules and evaluate the quality of
interactive alarm prioritization using a given labeled data set. By
observing the results, we capture the moments when a response
to one alarm falsely generalizes to other alarms and degrades the
overall quality of rankings. For such cases, our learning algorithm
refines the rules that generate the inaccurate part of the Bayesian
network. The refinement is guided by program syntax and encodes
more detailed context of the labeled alarm to the rules by adding
syntactic features which are directly derived from the grammar of
the target language.

We have instantiated this approach in a tool named BayeSmith,
and evaluate its effectiveness on a suite of widely used C programs,
each comprising 5–112 KLOC with two analyses for C: an interval
analysis for buffer overrun errors and a taint analysis for format-
string and integer-overflow errors. We measure the effectiveness
of BayeSmith with three state-of-the-art probabilistic program
reasoning systems, each of which incorporates feedback from the
users [39], the previous version of the program [15], and dynamic
analysis results [5]. The learned rules by BayeSmith significantly
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improve the performance of the existing systems with manually
designed models by 30.7%, 54.3%, and 20.3%, respectively.

Contributions. This paper makes the following contributions:
(1) We present a framework for learning probabilistic models for

static analysis alarms from data.
(2) We propose a feedback-directed algorithm that learns proba-

bilistic models by mitigating false generalization events.
(3) We evaluate our approach with two state-of-the-art static ana-

lyzers and demonstrate significant improvements in three prob-
abilistic program reasoning systems on a suite of C programs.

2 OVERVIEW

We illustrate our approach using the C program excerpted from
wget-1.12 in Figure 1. Given the name of file (file), the function
ftp_parse_vms_ls reads a line from the file (line 3) and tokenizes
the line (line 4). Then, the function iterates over a token backward
(line 6) and removes all digits after a special character '^' by adding
'\0' (line 11). However, a buffer underflow bug can occur when
all the elements in a token are digits. Pointer variable p may point
to the starting position of such a token, so that the memory access
to p-1 at line 10 is potentially unsafe.

The buffer over/underflow analysis in Sparrow [37] detects
the bug but also reports false alarms at the other buffer access
expressions in the function. Sparrow’s sound interval analysis can
estimate that the memory access at line 10 can underflow the buffer.
On the other hand, it cannot precisely capture the fact that the
pointer p always points to a validmemory region even after the loop,
because the contents of the string tok are determined at runtime
so that the loop terminating condition becomes complicated.

Once such a set of alarms is generated, Sparrow ranks the alarms
using a Bayesian alarm ranking system Bingo [15, 39]. Bingo com-
putes a confidence score for each alarm and provides a ranking to
the user. Then the user labels the top-ranked alarm so that Bingo
performs Bayesian inference to update the scores of the remaining
alarms. This probabilistic inference enables the user to interactively
reason about the correctness of the program and effectively filters
out false alarms while highlighting true alarms.

Although the alarm ranking system significantly reduces the
alarm inspection burden of users, it often misinterprets user’s re-
sponse. For wget-1.12, Sparrow reports 891 alarms in total. After
166 user interactions with Bingo, the false alarm at line 7 is ranked
at the top and the true alarm is also highly ranked (9th) in Fig-
ure 2(a). Once the user labels the top-ranked alarm as false, Bingo
generalizes the feedback, thereby lowering the ranking of other
correlated false alarm such as the alarm at line 11. However, this
feedback also undesirably drops the rank of true alarm at line 10
from rank 9 to 462. Because the true alarm is also closely related to
the labeled false alarm, Bingo falsely generalizes the user’s label
so that degrades the ranking. A similar issue again happens after
187 user interactions. The ranking of the true alarm drops from 2
to 505 after the user’s labeling on the false alarm at line 11.

Our goal is to learn an effective probabilistic model based on
Bayesian network that mitigates such false generalizations. We ob-
served that false generalizations can happen because the structure
of the Bayesian network is too coarse to capture the complex behav-
ior of programs. In the original Bingo, this network is derived from

1 void ftp_parse_vms_ls(char *file) {

2 FILE *fp = fopen(file, 'r');

3 char *line = read_line (fp);

4 char *tok = strtok(line, "␣");

5 char *p = tok + strlen(tok);

6 while(p > tok) {

7 if(!c_isdigit(*p)) break; // false alarm #1

8 p--;

9 }

10 if (*(p - 1) != '^') // true alarm (buffer underflow)

11 *p = '\0'; // false alarm #2

12 }

Figure 1: An example code excerpted from wget-1.12.

a set of simple hand-written rules that approximates the abstract
semantics of the underlying analyzer using def-use relations be-
tween program points [15]. The rules are general enough to capture
the behavior of a large class of static analyses, but insufficient to
differentiate various contexts. In the rest of this section, we illus-
trate why the false generalization occurs and how we learn more
sophisticated rules from data.

2.1 Approximating Static Analysis via Datalog

The buffer overflow analysis in Sparrow is based on the abstract
interpretation framework [6] and uses a flow-, field-, and context-
sensitive interval analysis [37]. While its actual abstract semantics
involves sophisticated reasoning about numeric, pointer, and array
values, it can be approximated by simple inference rules based
on general def-use relations [36]. The inference rules written in
Datalog are depicted in Figure 3 from which Bingo derives the
Bayesian network structure. Notice that the approximated rules are
used only for modeling portions of the whole reasoning process
which are important for alarm ranking. They do not affect the
behavior of the underlying analyzer written in arbitrary languages.

The Datalog program takes tuples in the input relations and
derives tuples in the output relations using the set of rules. For
example, input tuple DUEdge(6, 7) represents that there exists a
direct data flow from the definition point of variable p at line 6
to its use point at line 7 in Figure 1.1 Input tuple Overflow(7)
approximates the detailed reasoning by the interval analysis and
represents the fact that a buffer overflow may happen at line 7.
The inference rules derive new output tuples from input and other
output tuples. For example, rule 𝑟2 derives an indirect data flow
DUPath(𝑐1, 𝑐3) from program point 𝑐1 to 𝑐3 using another data
flows DUPath(𝑐1, 𝑐2) and DUEdge(𝑐2, 𝑐3). The ultimate goal of the
analysis is to derive alarm tuples Alarm(𝑐) that represent the fact
that a potentially erroneous trace reaches program point 𝑐 . We
repeatedly apply the rules to all tuples until no more new output
tuples are derived (i.e., fixed point).

Then we construct a derivation graph that shows all the rea-
soning steps to derive all alarms. An example derivation graph is
shown in Figure 2(b) that explains how Alarm(7) and Alarm(10)
are derived. For example, Alarm(7) is derived by applying 𝑟3 to
tuple Overflow(7) and DUPath(5, 7) which is derived by 𝑟2 with
DUEdge(6, 7) and DUPath(5, 6). Notice that the nodes with rule
names mean grounded rules. For example, 𝑟2 (5, 6, 7) describes rule

1We assume the SSA-style def-use relation. Thus, we consider the phi-node for variables
p (i.e., line 6) at the loop head as a definition point.
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Rank Alarm Prob.

1 Alarm(7) 0.93
2 Alarm(11) 0.92

· · ·
9 Alarm(10) 0.91

· · ·

→

Rank Alarm Prob.

· · ·
· · ·

461 Alarm(11) 0.41
462 Alarm(10) 0.40

· · ·

Rank Alarm Prob.

1 Alarm(11) 0.97
2 Alarm(10) 0.96

· · ·

→

Rank Alarm Prob.

· · ·
505 Alarm(10) 0.003

· · ·

(a) Ranking changes after 166 and 187 interactions

DUPath(5, 6)

DUPath(5, 10)

DUEdge(6, 10)

Alarm(10)

Overflow(10)

DUEdge(6, 7)

DUPath(5, 7)

Alarm(7)

Overflow(7)

…

r2(5, 6, 7)

r3(5, 7) r3(5, 10)

r2(5, 6, 10)

(b) Derivation graph
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(c) Performance comparison

Figure 2: False generalization. Each data point in (c) represents the sum of the rankings of 6 true alarms.

Input relations

DUEdge(𝑐1, 𝑐2) : Immediate data flow from 𝑐1 to 𝑐2
Overflow(𝑐) : Potential buffer overrun at 𝑐

Output relations

DUPath(𝑐1, 𝑐2) : Transitive data flow from 𝑐1 to 𝑐2
Alarm(𝑐) : Potentially erroneous trace reaching 𝑐

Analysis rules

𝑟1 : DUPath(𝑐1, 𝑐2) :− DUEdge(𝑐1, 𝑐2) .
𝑟2 : DUPath(𝑐1, 𝑐3) :− DUPath(𝑐1, 𝑐2),DUEdge(𝑐2, 𝑐3) .
𝑟3 : Alarm(𝑐2) :− DUPath(𝑐1, 𝑐2),Overflow(𝑐2) .

Figure 3: Approximated interval analysis with simple infer-

ence rules. All variables indicate program points.

𝑟2 is triggered with tuples DUPath(5, 6) and DUEdge(6, 7), then
derives conclusion DUPath(5, 7).

2.2 Bayesian Alarm Ranking System

Next, we convert the derivation graph into a Bayesian network
following the scheme in the previous work [39]. The central idea is
to quantify the incompleteness of each rule as a probability. Static
analysis rules are typically designed to be sound but not always
complete. This incompleteness is one of the main sources of false
alarms. Suppose both DUPath(5, 6) and DUEdge(6, 7) are true in
Figure 2(b). However, it does not necessarily mean the conclusion
DUPath(6, 7) is always true in the concrete semantics, because
complicated runtime behavior is approximated such as different
loop iterations or nontrivial termination conditions. Bingo encodes
this incompleteness using conditional probability. Each rule 𝑟 is
associated with a probability 𝑝𝑟 . For example, the rules

Pr
(
𝑟2 (5, 6, 7) | DUPath(5, 6) ∧ DUEdge(6, 7)

)
= 𝑝𝑟2

Pr
(
𝑟2 (5, 6, 7) | ¬DUPath(5, 6) ∨ ¬DUEdge(6, 7)

)
= 0

represent the rule 𝑟2 is successfully triggered with probability
𝑝𝑟2 if both DUPath(5, 6) and DUEdge(6, 7) are true, otherwise it
is never triggered. Meanwhile, Bingo considers a conclusion of
a rule is always true if the rule successfully fires. For example,
Pr

(
DUPath(5, 7) | 𝑟2 (5, 6, 7)

)
= 1. We use the default probability

(0.99) of the Bingo system for rules and input tuples that do not
have deriving rules.

Based on the Bayesian network constructed from the derivation
graph, Bingo computes the probability of each alarm Pr

(
Alarm(𝑐) |

𝒆) conditioned on the set of labels 𝒆. The set 𝒆 is initially empty
and gradually includes more labels from the user. Every time the

user provides a label for the top-ranked alarm, Bingo reranks the
remaining alarms according to Pr

(
Alarm(𝑐) | 𝒆).

2.3 The False Generalization Problem

Ideally, the user’s labeling on a false alarm should only degrade the
probability of other correlated false alarms in the network. Con-
sider the alarm rankings before and after the user gives a negative
label on Alarm(7) at the top of Figure 2(a). The labeling success-
fully generalizes to another false alarm Alarm(11) and degrades its
probability from 0.92 to 0.41.

However, the negative feedback also falsely generalizes to the
true alarm Alarm(10) and undesirably degrades its ranking from 9
to 462. The same effect also happens with another negative label on
Alarm(11). In practice, such false generalizations hinder the user’s
effort to discover true alarms as early as possible.

We illustrate why this false generalization occurs with the deriva-
tion graph in Figure 2(b). Given a negative label onAlarm(7), Bingo
computes the conditional probability Pr

(
Alarm(10) | ¬Alarm(7))

that indicates the probability of the true alarm after the negative
labeling. According to the Bayesian network structure, Alarm(10)
and Alarm(7) are conditionally independent given DUPath(5, 6).
Therefore, the posterior probability is computed as follows:2:

Pr
(
Alarm(10) | ¬Alarm(7)

)
(1)

= Pr
(
Alarm(10) | DUPath(5, 6)

)
× Pr

(
DUPath(5, 6) | ¬Alarm(7)

)
.

The first term Pr
(
Alarm(10) | DUPath(5, 6)

)
evaluates to 0.96. For

simplicity, we assume that the prior probability Pr
(
DUPath(5, 6)

)
=

0.99. Then, by Bayes’ rule, the second term is evaluated as follows:

Pr
(
¬Alarm(7) | DUPath(5, 6) ∧ DUEdge(6, 7)

)
× 0.992 × 0.07−1

The probability Pr
(
¬Alarm(7) | DUPath(5, 6) ∧ DUEdge(6, 7)

)
is

the sum of following disjoint cases:

• 𝑟2 (5, 6, 7) misfired:

Pr
(
¬Alarm(7) | ¬𝑟2 (5, 6, 7)

)
× Pr

(
¬𝑟2 (5, 6, 7) | DUPath(5, 6) ∧ DUEdge(6, 7)

)
= 1 × (1 − 𝑝𝑟2 ) = 0.01 (2)

• 𝑟2 (5, 6, 7) fired, Overflow(7) was true, but 𝑟3 (5, 7) misfired:

Pr
(
¬Alarm(7) | 𝑟2 (5, 6, 7)

)
× Pr

(
𝑟2 (5, 6, 7) | DUPath(5, 6) ∧ DUEdge(6, 7)

)
= (1 − 𝑝𝑟3 ) × 0.99

2 = 0.0098 (3)

2All the details of the calculations in this subsection are described in Appendix A.
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• 𝑟2 (5, 6, 7) fired but Overflow(7) was false:
Pr

(
¬Alarm(7) | 𝑟2 (5, 6, 7)

)
× Pr

(
𝑟2 (5, 6, 7) | DUPath(5, 6) ∧ DUEdge(6, 7)

)
= 0.01 × 0.99 = 0.0099 (4)

Overall, Pr
(
DUPath(5, 6) | ¬Alarm(7)) is evaluated to 0.0297 ×

0.992 × 0.07−1 = 0.42.
Finally, the true alarm now has a significantly low probability by

multiplying the two terms: Pr
(
Alarm(10) | ¬Alarm(7)

)
= 0.96 ×

0.42 = 0.40. Notice that the probability of the first term is high
enough. The false generalization is mainly caused by the second
term, especially because of the high probabilities of 𝑝𝑟2 and 𝑝𝑟3 in
(2) and (3), respectively.

Intuitively, this means that the negative label excessively blames
the common root causeDUPath(5, 6) of the two alarms. It decreases
the posterior probability ofDUPath(5, 6) that also leads to decrease
the probabilities of its descendants including the true alarm. Con-
cretely, such excessive blames are incurred from unreasonably high
rule probabilities that eventually lead to the false alarm. For exam-
ple, the probability of a rule that derives DUPath(5, 7) should have
been lower than those of other rules that derive data flow paths in
straight-line code. The data flow from line 5 to 7 is involved in a
loop. Since static analyses typically merge the effects of different
loop iterations into a single abstract memory using join or widen-
ing operators, such data flows across loop iterations may have a
higher chance of deriving false conclusions. However, the current
monolithic derivation rules do not separate different circumstances.

2.4 Learning Bayesian Networks

Our main goal in this paper is to automatically derive an effective
Bayesian network that minimizes the effect of false generalization.
The idea is to learn more detailed features for Bayesian networks
from labeled data. Figure 4 shows an overview of our learning sys-
tem, BayeSmith. First, the system constructs an initial Bayesian
network from the analysis results using a set of initial rules as in
Figure 3. Given the Bayesian network and the bug labels, Baye-
Smith simulates user interactions with the alarm ranking system
and observes false generalizations. Then, BayeSmith learns new
rules that are likely to reduce the effect of the most serious false
generalizations. If the quality of ranking improves by the new rules,
then we repeat the learning process using the rules. Otherwise,
BayeSmith tries another candidate rule for false generalization.

For each false generalization observed in the simulations, we find
grounded rules that are the main sources of the false generalization
such as 𝑟2 (5, 6, 7) in the previous example. Then BayeSmith refines
the corresponding rule based on the syntax of the program part.
For example, the rule 𝑟2 can be refined to two disjoint rules:
𝑟21 : DUPath(𝑐1, 𝑐3) :− DUPath(𝑐1, 𝑐2), Loop(𝑐2),DUEdge(𝑐2, 𝑐3) (5)
𝑟22 : DUPath(𝑐1, 𝑐3) :− DUPath(𝑐1, 𝑐2), !Loop(𝑐2),DUEdge(𝑐2, 𝑐3) (6)

where Loop(𝑐) indicates program point 𝑐 corresponds to a loop
head. The rule 𝑟21 will fire when the data flow is involved in a loop
and 𝑟21 will fire otherwise. BayeSmith associates 𝑟21 with a lower
probability and 𝑟22 with a higher one. If the new set of rules leads
to improve the quality of the alarm ranking system, BayeSmith
continues the learning process with the learned rules. Otherwise, it
seeks to find other candidates for the false generalization or moves
the focus to another false generalization in the data.

Figure 2(c) shows how the ranking of the true alarm in wget-1.12
changes whenever the user provides a label until discovering the
true alarm. With the learned rules by BayeSmith, Bingo requires
the user to inspect 53.4% fewer alarms by significantly reducing
the magnitude and frequency of false generalizations compared to
the original Bingo. The derivation graph generated by the learned
rules is depicted in Figure 5. Notice that it is not achievable by
only learning weights without refining rules, or uniformly refining
every component in the rules. In Section 5, we will show that
BayeSmith significantly outperforms these approaches. In the rest
of this section, we will describe the details of the learning process.

Finding candidates. BayeSmith collects a set of candidate rules
to be refined from observed false generalizations. Given a false
alarm and a true alarm whose ranking is degraded by the false gen-
eralization, we first find a closest common ancestor of the alarms in
the Bayesian network. For example, in Figure 2(b), the closest com-
mon ancestor of Alarm(7) and Alarm(10) is DUPath(5, 6). Then,
we collect all grounded rules between the false alarm and the com-
mon ancestor. In the example, 𝑟2 (5, 6, 7) and 𝑟3 (5, 7) are collected.
BayeSmith tries to refine 𝑟2 and 𝑟3 to more precisely represent the
specific circumstances at line 5, 6, and 7.

Such refinement is likely to increase the posterior probabil-
ity of the true alarm. In equation (1), the conditional probability
Pr

(
Alarm(10) | ¬Alarm(7)

)
rises if we increase the probability

Pr
(
DUPath(5, 6) | ¬Alarm(7)

)
. The refinement by BayeSmith

would increase this probability by decreasing the probabilities for
𝑟2 and 𝑟3 (see the 1 − 𝑝𝑟2 and 1 − 𝑝𝑟3 factors in equations 2 and 3).

Syntax-guided rule refinement. Next, for each candidate grounded
rule, BayeSmith performs refinements guided by the syntax of the
program. We assume that a program is represented as a control flow
graph and each node 𝑐 is associated with a command. BayeSmith is
parameterized by the target language grammar for the underlying
analyzer. Here we assume the following general C-like grammar:

(𝐶𝑜𝑚𝑚𝑎𝑛𝑑) 𝑐 → lv:=e | assume(e) | call(𝑒, 𝑒) | loop
(𝐿-𝑣𝑎𝑙𝑢𝑒) lv → 𝑥 | ∗e

(𝐸𝑥𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛) e → 𝑛 | lv | e + e

We represent the grammar in a Datalog-style representation:

Cmd(𝑐) :− Assign(𝑐, 𝑒)
Cmd(𝑐) :− Assume(𝑐, 𝑒)
Cmd(𝑐) :− Call(𝑐, 𝑒)
Cmd(𝑐) :− Loop(𝑐) .

Lval(𝑙) :− Var(𝑙) .
Lval(𝑙) :− Deref(𝑙, 𝑒), Exp(𝑒) .
Exp(𝑒) :− Const(𝑒) .
Exp(𝑒) :− LvalExp(𝑒, 𝑙), Lval(𝑙) .
Exp(𝑒) :− BinOp(𝑒, 𝑒1, 𝑒2), Exp(𝑒1), Exp(𝑒2) .

For all arguments of a given candidate grounded rule, BayeSmith
finds the corresponding grammar rule that fires with the particular
syntactic element. For example, given 𝑟2 (5, 6, 7), BayeSmith can
capture line 6 corresponds to a loop head, so that the new rule that
fires with loop heads and its complement are obtained as in the rules
(5) and (6). This refinement maintains the same derivability for all
the output tuples. Every time a rule is refined, BayeSmith updates
the rule probability to 𝛼 × 𝑝𝑟 where 0 < 𝛼 < 1 is a hyperparameter
and 𝑝𝑟 is the original rule probability of 𝑟 . The probability for the
complement rule remains unchanged.

Then BayeSmith evaluates the quality of the refined rule by
running Bingo on the labeled training data. If the new rules reduce
the number of user interactions in the simulation, we accept the
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Code Corpus
with Bug Labels

A1 ∧ A2 ∧ An ⇒ X
B1 ∧ B2 ∧ Bn ⇒ Y 
B1 ∧ B2 ∧ ¬Bn ⇒ Z 

Initial Rules

Bayesian
Alarm Ranker

Learned 
Bayesian Network

Analyzer

Learned
Rules

Ranked Alarms

1. … ✓
2. … ✗
3. … ✓

1. ….. 
2. ….. 
3. …..

Bayesian
Alarm Ranker

Labeled Alarms

Analyzer

ProgramLearning
Algorithm

A1 ∧ A2 ∧ An ⇒ X
B1 ∧ B2 ⇒ Y 

Initial
Bayesian
Network

Learning Inference

Figure 4: System overview

DUPath(5, 6)DUEdge(6, 7)

DUPath(5, 7)

Alarm(7)

Overflow(7)

…

r21(5, 6, 7)

r3(5, 7)

Loop(6)

…

Figure 5: A portion of the learned derivation graph.

rules and repeat the same process with another false generalization
if exists. When a previously refined rule is selected as a candidate
again, we refine the rule further following the grammar structure.
For example, the following refined rule

DUPath(𝑐1, 𝑐3) :− DUPath(𝑐1, 𝑐2), Assign(𝑐2, _),DUEdge(𝑐2, 𝑐3)
can be further refined with the following body:

DUPath(𝑐1, 𝑐2), Assign(𝑐2, 𝑒), Var(𝑒, _),DUEdge(𝑐2, 𝑐3).
The rule probability then becomes 𝛼2 × 𝑝𝑟 .

In this way, BayeSmith learns rules and weights that derive
Bayesian networks from a given set of training programs with
bug label data. We observed that the learned models are applica-
ble to various probabilistic program reasoning systems [5, 15, 39]
and significantly reduce the user’s alarm inspection burden in real
world programs compared to the previous ones. We will discuss
the detailed experimental results in Section 5.

3 PRELIMINARIES

3.1 Program Analysis and Syntactic Features

ADatalog programD = (I,O,R) is a triple of a set of input relations
(I), a set of output relations (O), and a set of rules (R) [1]. Each
relation is a set of tuples. The output relations are derived from
the input relations using the set of rules each of which is of the
form 𝑅ℎ (𝒗𝒉) :− 𝑅1 (𝒗1), . . . , 𝑅𝑘 (𝒗𝒌 ) where 𝑅ℎ is a derived output
relation and 𝑅1, . . . , 𝑅𝑘 are premises. We assume that the program
analysis is represented as a Datalog programDA = (IA ,OA ,RA ).
For program analyses that are not written in a declarative language,
we approximate the behavior with a Datalog program [15].

The program analysis result for program 𝑃 is a tuple A(𝑃) =
(𝐼 ,𝐶,𝐴,𝐺𝐶) where 𝐼 is the set of input facts, 𝐶 is the set of output
facts, 𝐴 is the set of alarms, and 𝐺𝐶 is the set of grounded clauses.
The analysis initially sets𝐶 := 𝐼 and𝐺𝐶 := ∅. Then, we accumulate
the conclusions 𝑅ℎ (𝒄ℎ) and the grounded clauses {𝑅1 (𝒄1) ∧ . . . ∧
𝑅𝑘 (𝒄𝒌 ) =⇒ 𝑟 𝑅ℎ (𝒄ℎ)} whenever 𝑅1 (𝒄1), . . . , 𝑅𝑘 (𝒄𝒌 ) ∈ 𝐶 . The
analysis iterates the step until reaching fixpoint.

We define a syntactic feature extractor as a Datalog program
DG = (IG,OG,RG) that extracts relational representations of pro-
grams in grammar G. The input relations IG consist of atomic
relations such as constants and variables. The output relations OG
are derived from the input relations using the grammar rules RG .

3.2 Bayesian Alarm Prioritization

We present the Bayesian alarm prioritization that is a basis of vari-
ous probabilistic reasoning systems [5, 15, 39]. It first extracts the
derivation graph from the static analysis, converts the graph into a
Bayesian network, and then computes a confidence score for each
alarm. Upon user feedback, it performs Bayesian inference that
updates the scores.

The results of program analysis (𝐼 ,𝐶,𝐴,𝐺𝐶) form a derivation
graph over the vertices 𝐶 ∪𝐺𝐶 . There exists an edge from a tuple
𝑡 ∈ 𝐶 to a clause 𝑔 ∈ 𝐺𝐶 if 𝑡 is an antecedent of 𝑔, and an edge from
𝑔 to 𝑡 if 𝑡 is the conclusion of 𝑔.

Next, we convert the derivation graph into a Bayesian network.
A Bayesian network is a tuple (𝐺,P) where 𝐺 is a directed acyclic
graph and P is an assignment that associates each node with a
conditional probability distribution. While a Bayesian network is an
acyclic graph by definition, a naive derivation graph from program
analysis may have cycles. We assume that the cycle elimination
algorithm in the previous work [39] is used to reduce the derivation
graph to be acyclic while still preserving the derivability of all tuples.
In the rest of the paper, we write𝐺 for the reduced derivation graph.

Then we assign a conditional probability for each node in the
reduced graph using a given assignment P and rule probabilities
𝑝𝑟 . For each input tuple 𝑡 , we assign the predefined probability
𝑝𝑡 : P(𝑡) = 𝑝𝑡 . Consider a grounded clauses 𝑔 ∈ 𝐺𝐶 of the form
𝑡1 ∧ . . . ∧ 𝑡𝑘 =⇒𝑟 𝑡ℎ . Then, the conditional probability associated
with 𝑔 is as follows: P(𝑔 | 𝑡1 ∧ . . .∧ 𝑡𝑘 ) = 𝑝𝑟 and P(𝑔 | ¬(𝑡1 ∧ . . .∧
𝑡𝑘 )) = 0. Consider a tuple 𝑡 that is a conclusion of the grounded
clauses 𝑔1, . . . , 𝑔𝑛 . The conditional probability associated with 𝑡 is
as follows: P(𝑡 | 𝑔1 ∨ . . .∨𝑔𝑘 ) = 1 and P(𝑡 | ¬(𝑔1 ∨ . . .∨𝑔𝑘 )) = 0.

Given a set of alarms from the program analysis, the Bayesian
alarm ranking system derives a list of alarms sorted in descending
order of confidence. Let 𝒆𝑖 be the set of user feedback after 𝑖 itera-
tions and Φ denote the top-ranked alarm tuple at the next iteration:
Φ = argmax𝑎∈𝐴𝑢

Pr(𝑎 | 𝒆𝑖 ) where 𝐴𝑢 is the set of all unlabeled
alarms. Given the user feedback on the top-ranked alarm Φ, we
update the set 𝒆𝑖+1 to 𝒆𝑖 ∪{Φ} if the user labels Φ as true, otherwise,
𝒆𝑖 ∪{¬Φ}. Then, the ranking system derives the next alarm ranking
by updating the confidence scores of all remaining alarms.
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4 LEARNING FRAMEWORK

4.1 Goal

The goal of our learning process is to find an optimal alarm rank-
ing system that minimizes the number of user interactions un-
til discovering all true alarms in the target program. We assume
that a set of training programs and their bug labels are given:
T = {(𝑃1, 𝐿1), . . . , (𝑃𝑁 , 𝐿𝑁 )}.

BayeSmith aspires to achieve the goal by learning a (finite) set
of Datalog rules R∗ that derives accurate Bayesian network models.
The rules are refined by enriching the original analysis rules with
syntactic features. Given a program analysis DA = (IA ,OA ,RA )
and a syntactic feature extractorDG = (IG,OG,RG), we formalize
the goal as the following optimization problem:

R∗ = argmin
R∈R∞

∑︁
(𝑃𝑖 ,𝐿𝑖 ) ∈T

Interaction(𝑃𝑖 , 𝐿𝑖 ,R) (7)

where R∞ =
⋃∞

𝑛=0 RA ⊗𝑛 RG and Interaction(𝑃𝑖 , 𝐿𝑖 ,R) is the num-
ber of user interactions until discovering all the true alarms in 𝑃𝑖
with the ranking system derived by program analysis augmented
with the syntactic features (IA⊎IG⊎OG,OA ,R). The setRA⊗𝑛RG
is a collection of sets of analysis rules enriched with syntactic fea-
tures by 𝑛 times:

RA ⊗𝑛 RG =

{⋃{R ⊗ RG | R ∈
(
RA ⊗𝑛−1 RG

)
} 𝑛 > 0

{RA } 𝑛 = 0

The operator ⊗ refines the original analysis rules RA by adding
more syntactic features from the grammar rules RG . We elaborate
the details of ⊗ in the following section.

4.2 Rule Refinement

Consider an analysis rule 𝑟 and a grammar rule 𝑟G . We first define
𝑟 ⊗ 𝑟G as the extensions of the analysis rule 𝑟 with structure from
𝑟G . As an example, consider the rules:

𝑟 : DUPath(𝑐1, 𝑐3) :− DUPath(𝑐1, 𝑐2),DUEdge(𝑐2, 𝑐3) .
𝑟G : Cmd(𝑐) :− Loop(𝑐) .

In this case, 𝑟 ⊗ 𝑟G is defined as {𝑟1, 𝑟2} where
𝑟1 : DUPath(𝑐1, 𝑐3) :− DUPath(𝑐1, 𝑐2), Loop(𝑐2),DUEdge(𝑐2, 𝑐3) . (8)
𝑟2 : DUPath(𝑐1, 𝑐3) :− DUPath(𝑐1, 𝑐2), !Loop(𝑐2),DUEdge(𝑐2, 𝑐3) . (9)

The rule 𝑟1 fires when all the conditions from the original anal-
ysis rule and the grammar rule are satisfied. The rule 𝑟2 covers
the complement of 𝑟1 so that all the output tuples derived by the
original rule 𝑟 are also derived by 𝑟1 and 𝑟2, and vice versa. The
rule probabilities of the refined rules are defined as 𝑝𝑟1 = 𝑝𝑟 × 𝛼
and 𝑝𝑟2 = 𝑝𝑟 where 𝛼 is a hyperparameter between 0 and 1.

We can lift the definition of 𝑟 ⊗ 𝑟G to sets of analysis rules and
grammar rules in a natural way: R ⊗ RG . We postpone the formal
definition of these ideas to the appendix.

The following theorem states that the refinement preserves the
derivability of all output tuples from the original analysis.

Theorem 4.1 (Preservation). Consider two Datalog programs
D1 = (I1,O1,R1) and D2 = (I2,O2,R2). For any set 𝐼 of input facts,

∀𝑛 ≥ 0. tuple 𝑡 is derivable from D1 ⇐⇒ 𝑡 is derivable from D

where D = (I1 ⊎ I2 ⊎ O2,O1,R) and R ∈ (R1 ⊗𝑛 R2).

Algorithm 1: BayeSmith(T ,DA ,DG), where T is a set
of training programs, DA = (IA ,OA ,RA ) is a program
analysis and DG = (IG,OG,RG) is a feature extractor.
1 Let I = IA ∪ IG ∪ OG ;
2 Initialize R← RA and ⟨Cost, FG⟩ ← Run

(
T, I,OA ,RA

)
;

3 repeat

4 for (𝐺,𝑎𝑓 , 𝑎𝑡 ) ∈ 𝐹𝐺 do

5 for (𝑟, 𝑟G) ∈ Candidate(𝐺,𝑎𝑓 , 𝑎𝑡 ) do
6 R𝑛𝑒𝑤 ← (R \ {𝑟 }) ∪ (𝑟 ⊗ 𝑟G) ;
7 ⟨Cost′, FG′⟩ ← Run

(
T, I,OA ,R𝑛𝑒𝑤

)
;

8 if Improved(Cost,Cost′) then
9 R← R𝑛𝑒𝑤 ;

10 ⟨Cost, FG⟩ ← ⟨Cost′, FG′⟩;
11 goto 12

12 until FG = ∅ or timeout;
13 return R;

4.3 Learning Algorithm

This section describes an algorithm that approximately solves the
optimization problem (7) by refining rules from a set of training
programs with bug labels. Ideally, the problem can be solved by
maximizing true generalization and minimizing false generaliza-
tion. However, it is intractable to find a global optimum because of
the huge search space and non-trivial computational cost of prob-
abilistic inference. Instead, our algorithm tries to solve the latter
only using a greedy method.

The main idea is to observe false generalization as feedback and
refine rules to reduce the effect. Algorithm 1 shows the refinement
process of BayeSmith. Initially, the algorithm starts with the set
of rules of the program analysis (line 2). Given a set of training
programs T , BayeSmith first runs the Bayesian alarm ranking
system for all training programs and simulates user interactions.
Then we evaluate the quality by computing the number of user
interactions until discovering all the true alarms (𝐶𝑜𝑠𝑡). The details
of the algorithm will be described in the rest of this section.

BayeSmith observes all false generalizations (𝐹𝐺) during the
simulation. For each observed false generalization, BayeSmith re-
peatedly refines the current rules to eliminate the false general-
izations within the time budget or until there is no more false
generalization (line 4). A false generalization is a tuple (𝐺, 𝑎𝑓 , 𝑎𝑡 )
that represents that the negative label on the false alarm 𝑎𝑓 de-
grades the ranking number of the true alarm 𝑎𝑡 in the next ranking.
We define the height of a false generalization as the difference be-
tween the rankings of true alarms before and after the negative
label. In our implementation, we iterate through the candidates in
descending order of height.

Once a false generalization is observed, we collect candidate
nodes to be refined in the Bayesian network (line 5). Given false
generalization (𝐺, 𝑎𝑓 , 𝑎𝑡 ), we first find the lowest common ancestor
𝑡𝑐 of 𝑎𝑡 and 𝑎𝑓 . Then all grounded clauses on the path from 𝑡𝑐 to 𝑎𝑓
in 𝐺 are the refinement candidate nodes in the Bayesian network.
The set of refinement candidates Candidate(𝐺, 𝑎𝑓 , 𝑎𝑡 ) is formally
defined as follows:

{(𝑟, 𝑟G) ∈ R × RG | 𝑔𝑐 is on the path from 𝑡𝑐 to 𝑎𝑓 in𝐺 and
∃0 ≤ 𝑘 ≤ 𝑁 .𝑅𝑘 (𝑐𝑘 ) is derived by DG using rule 𝑟G }
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Table 1: Benchmark characteristics.

Program KLOC #Bugs Bug Type Reference

gzip-1.2.4a 9 14 Buffer overrun [14]
fribidi-1.0.7 13 1 Buffer overrun [34]
bc-1.06 14 2 Buffer overrun [14]
cflow-1.5 40 1 Buffer overrun [33]
patch-2.7.1 51 1 Buffer overrun [27]
wget-1.12 65 6 Buffer overrun [41, 42]
readelf-2.24 65 1 Buffer overrun [31]
grep-2.19 68 1 Buffer overrun [25]
sed-4.3 83 1 Buffer overrun [9]
sort-7.2 98 1 Buffer overrun [7]
tar-1.28 112 1 Buffer overrun [24]

jhead-3.0.0 5 2 Integer overflow [32]
shntool-3.0.5 13 6 Integer overflow [14]
autotrace-0.31.1 18 18 Integer overflow [30]
sam2p-0.49.4 22 12 Integer overflow [28]
sdop-0.61 23 65 Format string [31]
latex2rtf-2.1.1 27 2 Integer overflow [29]
urjtag-0.8 46 6 Format string [26]
optipng-0.5.3 61 1 Integer overflow [14]
a2ps-4.14 64 6 Format string [14]

where 𝑔𝑐 = “
∧𝑁

𝑖=0 𝑅𝑖 (𝑐𝑖 ) =⇒ 𝑟 𝑅ℎ (𝑐ℎ)” and 𝑅𝑘 ∈ OG .
For each candidate, BayeSmith refines the selected rule using the

refinement operator defined in Section 4.2 (line 6). The quality of the
rules are examined by simulating user interaction with the newly
learned alarm ranking system (line 7). For evaluation, we check (line
8) (1) whether the total number of user interactions for all training
programs decreases, and (2) whether the number of improved cases
is larger than that of hindered cases. While the first condition
generally specifies the ultimate goal, the second one is checked
to avoid overfitting by a few dominating programs that have a
large number of alarms. If the conditions are satisfied, BayeSmith
repeats the process with the newly learned rules. Otherwise, other
candidates of rules or false generalization are selected.

Example 4.2. Consider the Bayesian network in Figure 2(b). Given
the false alarm Alarm(7) and the true alarm Alarm(10), the lowest
common ancestor isDUPath(5, 6). BayeSmith collects all grounded
clauses on the path fromDUPath(5, 6) toAlarm(7): {𝑟2 (5, 6, 7), 𝑟3 (5, 7)}.
Then the algorithm searches for a grammar rule that derives a tuple
whose argument is 5, 6 or 7. If there exists a rule 𝑟G : Cmd(𝑐) :−
Loop(𝑐) that derives Cmd(6), the pair (𝑟2, 𝑟G) is selected as a can-
didate. In this case, the algorithm refines the rule and produces
two new rules (8) and (9) in Section 4.2. Tables 7–20 in Appendix E
provide additional examples of refined rules learned by BayeSmith.

5 EXPERIMENTAL EVALUATION

We designed experiments to answer the following questions:

(1) How effective are the learned probabilistic models?
(2) Does BayeSmith reduce the frequency and magnitude of false

generalizations?
(3) How robust is BayeSmith with different training data?
(4) How scalable are the learned ranking systems?

5.1 Setting

We conducted all experiments on Linux machines with Intel Xeon
2.2GHz. We performed Bayesian inference using libDAI [35] and
set a timeout of 24 hours for learning.

Instance analyses. We have implemented BayeSmith on top of
Sparrow, a static analysis framework for C programs [37]. We
used two instance analyses in Sparrow: an interval analysis for
buffer-overrun errors, and a taint analysis for format-string and
integer-overflow errors. The taint analysis detects whether mali-
cious format strings and overflowed integers are used as arguments
of printf-like and malloc-like functions, respectively. We used
the same mechanism as in the previous work [5, 15] to extract
def-use relations from analysis results of Sparrow following the
sparse analysis framework [36]. For the grammar rules, we used
the C-like grammar (as in Section 2) that describes program syntax
and alarm expressions in Sparrow.

Baselines. We apply probabilistic models learned by BayeSmith
for three state-of-the-art probabilistic program reasoning systems
each ofwhich prioritizes alarms based on the feedback fromuser [39],
the old version of the program [15], and dynamic analysis [5], re-
spectively. All three baselines are based on probabilistic models
derived from the same set of hand-written rules. We compare the
performance of the learned models for each system.

Benchmarks. We evaluated BayeSmith on a suite of widely used
C programs in Table 1. The benchmarks are collected from previous
work applying Sparrow [5, 14, 15] and recent CVE reports. We
excluded too small programs whose sizes are less than 5KLOC and
alarm inspection requires less than 5 user interactions with Bingo.

Learning configuration. By default, we evaluated the performance
of BayeSmith using the leave-one-out cross-validation for each
instance analysis and set the hyper-parameter 𝛼 in Section 4.2 to
0.99. Our leave-one-out cross-validation measures the number of
user interactions for each individual program using a Bayesian
network learned from the other programs. For example, we used 10
programs for training and the remaining one program for the test,
in the case of the interval analysis. Because each analysis is based
on the different abstract domains and semantics, we separated the
learning processes per analysis.
5.2 Effectiveness of Probabilistic Models

5.2.1 User-guided Alarm Prioritization. We evaluate the effective-
ness of the learned models for user-guided alarm prioritization com-
pared to three baselines: Bingo𝑀 , Bingo𝐸𝑀 , and Bingo𝑈 . Bingo𝑀
derives Bayesian networks using the initial set of rules and the rule
probabilities are assigned with a heuristically chosen value (0.99) as
in the previous work [15]. Bingo𝐸𝑀 constructs the same Bayesian
networks as Bingo𝑀 but the rule weights are learned by an algo-
rithm presented in the previous work [39]. The algorithm learns
the best rule probabilities that explain the bug labels based on the
standard EM algorithm. We ran Bingo𝐸𝑀 five times for each bench-
mark and report the average. Bingo𝑈 uses a refined set of rules
that are derived by uniformly unrolling all the components of the
original set of rules by once. We measure the number of user in-
teractions to discover all true bugs in the data. The experimental
results are shown in Table 2.
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Table 2: Effectiveness of BayeSmith in user-guided alarm

prioritization for the interval (top) and taint (bottom) anal-

ysis. #Alarms reports the number of alarms. Each column

reports the number of iterations until discovering all bugs.

Program #Alarms Bingo𝑀 Bingo𝐸𝑀 Bingo𝑈 BayeSmith

gzip-1.2.4a 358 145 325 188 107
fribidi-1.0.7 213 6 2 5 3
bc-1.06 535 96 100 97 94
cflow-1.5 805 94 94 91 60
patch-2.7.1 502 36 47 30 34
wget-1.12 891 193 138 179 90
readelf-2.24 882 78 25 81 18
grep-2.19 912 53 286 59 53
sed-4.3 819 122 144 127 121
sort-7.2 715 176 160 178 94
tar-1.28 1,369 218 308 205 146

Total 8,001 1,217 1,628 1,240 820

jhead-3.0.0 19 7 12 7 4
shntool-3.0.5 23 14 19 15 10
autotrace-0.31.1 77 77 71 77 43
sam2p-0.49.4 20 20 20 20 20
sdop-0.61 150 85 81 81 81
latex2rtf-2.1.1 13 6 9 6 6
urjtag-0.8 35 22 24 22 17
optipng-0.5.3 67 14 16 13 12
a2ps-4.14 27 15 13 14 11

Total 431 260 264 255 204

The weight learning performed by Bingo𝐸𝑀 is not effective in
most cases, and only improves the ranking quality for 7 out of
20 programs compared to Bingo𝑀 . For some cases such as grep-
2.19 and gzip-1.2.4a, the number of interactions even significantly
increases. This result is mainly because of two reasons. First, the
labeling is extremely sparse in our setting. For example, we only
have tens of bug labels for the interval analysis while the networks
have 2K–12K nodes. This hinders the converge of the algorithm
within 12 hours that leads to poor performance. The other reason
is that the networks have simplistic structures derived by the small
and monolithic set of rules, that hinders to learn general knowledge
for detailed contexts.

The results also show that the uniform rule refinement does not
improve the quality of the ranking system. In the interval analysis,
Bingo𝑈 outperforms Bingo𝑀 for 5 benchmarks but increases the
number of interactions by 1.9% for all benchmarks, on average. Sim-
ilarly, Bingo𝑈 improves only 1.9% in the taint analysis compared to
Bingo𝑀 . Overall, the uniformly unrolled rule does not effectively
solve the false generalization problem according to our results. This
is mainly because the unguided refinement can reduce not only
false generalizations but also true generalizations, thereby degrad-
ing the overall performance. Furthermore, one-step refinements
are sometimes not enough to remove false generalizations.

On the other hand, the learned ranking systems substantially
reduce the amount of alarm inspection burden. BayeSmith out-
performs Bingo𝑀 for 17 out of 20 programs, and reduces the total
number of user interactions by 32.6% and 21.5% for the interval and
taint analysis, respectively. For the remaining 3 cases, BayeSmith
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Figure 6: Improvement in ranking performance enabled by

BayeSmith

shows the same results compared to Bingo𝑀 . This is mainly be-
cause the underlying analyzer already reports a low false positive
ratio (e.g., latex2rtf-2.1.1) or Bingo𝑀 already significantly reduces
alarm inspection burden (e.g., grep-2.19).

5.2.2 Application to Other Systems. We evaluate the effectiveness
of learned models with two other probabilistic reasoning systems
using Bayesian networks: Drake and Dynaboost. Drake boot-
straps the probabilistic alarm ranking system using the old version
of the program and prioritizes alarms for the new version by the
relevance to the difference [15]. Dynaboost incorporates observed
dataflow facts from dynamic analysis into the alarm ranking sys-
tem [5]. As in the prior work, both of the baselines use the same set
of rules as Bingo𝑀 in the previous section. Likewise, We measure
the number of interactions after each bootstrapping until discover-
ing all the bugs. Since they require old versions and test cases, we
selected benchmark programs only used in the previous work.

Overall, the learned models significantly improve the perfor-
mance of the probabilistic reasoning systems. Figure 6(a) shows
the number of user interactions on top of the alarm ranking by
the relevance. In comparison to the vanilla versions of Drake, the
alarm inspection burden with the learned models is reduced by
54.3%, on average. One exceptional case is grep-2.19 where the
baseline already significantly reduces the number of interactions
to only 8 to discover the bug. While the learned rules show a small
regression, the absolute number of user interactions is still small
enough (13) for the user inspection. Figure 6(b) also demonstrates
the impact on the ranking system incorporating dynamic analysis.
The learned models reduce the number of interactions for 8 out
of 12 programs for Dynaboost and the user inspection burden is
reduced by 20.4%, on average.

5.2.3 Learned Insights. The learned rules capture important as-
pects of each analysis. Regardless of the instance analysis, Baye-
Smith commonly captures the insight that loop head is an impor-
tant feature since loops are often the main source of inaccuracy
because of join or widening. Another insight is that library calls also
increase uncertainty of static analysis results because their seman-
tics is complicated and the source code is unavailable. BayeSmith
not only discovers these general insights in static analysis, but also
fine-tunes the rules with multiple conjunctions and disjunctions,
which can require non-trivial manual efforts3:

DUPath(𝑣0, 𝑣1) :− . . . , Loop(𝑣2),Assign(𝑣2, _) . : 0.97
DUPath(𝑣0, 𝑣1) :− . . . , LibCall(𝑣2, 𝑣3), Lval(𝑣3, _) . : 0.97

3For brevity, we omit negated tuples and boilerplate parts in the rule bodies.

8



Learning Probabilistic Models for Static Analysis Alarms ICSE ’22, May 21–29, 2022, Pittsburgh, PA, USA

0 50 100 150
# Interactions

0

100

200

300

400

500

Ra
nk

BayeSmith
Bingo

sort

0 20 40 60 80
# Interactions

0

100

200

300

400

500

Ra
nk

BayeSmith
Bingo

cflow

0 20 40 60
# Interactions

0
25
50
75

100
125
150
175

Ra
nk

BayeSmith
Bingo

readelf

0 20 40 60
# Interactions

200

400

600

800

1000

1200
Ra

nk
BayeSmith
Bingo

autotrace

Figure 7: Comparison of the ranking performance. Each data

point represents the sum of the rankings of all bugs.

BayeSmith also captures analysis-specific features. For the inter-
val analysis, it is usually harder to estimate buffer overflow errors
when arithmetic operators are involved in branch conditions or
buffer accesses. Also the learned rules capture the general knowl-
edge that analyzing pointer dereferences or complicated libraries
such as strncpy is more tricky compared to array index expressions.
These insights are captured by the following rules and weights:

DUPath(𝑣0, 𝑣1) :− . . . ,Assume(𝑣2, 𝑣3),BinOp(𝑣3, _, _, _) . : 0.97
Alarm(𝑣1) :− . . . ,DerefExp(𝑣1, 𝑣2),BinOp(𝑣2, _, _) . : 0.97
Alarm(𝑣1) :− . . . , Strncpy(𝑣1, 𝑣2, 𝑣3),Cast(𝑣2, _),Cast(𝑣3, _) . : 0.96

For the taint analysis, arithmetic operators such as multiplication
and casting operators are captured by BayeSmith, which are the
main sources of imprecision for integer overflow detection:

Alarm(𝑣1) :− . . . ,MallocSize(𝑣1, 𝑣2),CastExp(𝑣2, 𝑣3), Lval(𝑣3, _) . : 0.96
Alarm(𝑣1) :− . . . ,MallocSize(𝑣1, 𝑣2),BinOp(𝑣2, 𝑣3, _, _),Mult(𝑣3) . : 0.96

5.3 Reduction of False Generalization

BayeSmith achieves its effectiveness by reducing false generaliza-
tions. We justify this argument by measuring the frequency and
magnitude of false generalizations. Table 3 shows the number of
false generalizations and their average magnitudes by Bingo𝑀 and
BayeSmith. We measured the magnitude of false generalization in
each round as the sum of decreased amount in ranking per true
alarm. The numbers are the average throughout the whole inter-
action rounds. The overall changes in the ranks of true alarms are
shown in Figure 7. Each graph describes the rankings of true alarms
for each iteration.

We categorize the results into three notable cases. First, in most
of the cases, BayeSmith reduces the number of false generaliza-
tions and magnitudes and leads to the performance improvement
of their rankings such as sort-7.2 and cflow-1.5. Second, the learned
Bayesian networks improve the quality of ranking systems in terms
of not only generalization but also initial ranking. For example,
the initial ranking of the bug in readelf-2.24 is improved from 181
to 28, and hence the reduced number of total interactions. This
means that the learned probabilistic models estimate the behavior

Table 3: Reduction of false generalizations. Freq and Mag

report the number of false generalizations and their average

magnitude for the interval (top) and taint (bottom) analysis.

Bingo𝑀 BayeSmith

Program Freq Mag Freq×Mag Freq Mag Freq×Mag

gzip-1.2.4a 191 15.4 2931.9 130 16.0 2080.0
fribidi-1.0.7 2 2.0 4.0 0 0.0 0.0
bc-1.06 11 121.6 1337.9 7 55.3 387.0
cflow-1.5 7 22.1 155.0 5 21.6 108.0
patch-2.7.1 4 26.0 104.0 3 1.3 3.9
wget-1.12 125 86.7 10842.5 40 59.7 2388.0
readelf-2.24 6 8.8 53.0 1 1.0 1.0
grep-2.19 0 0.0 0.0 0 0.0 0.0
sed-4.3 5 51.0 255.0 8 57.1 457.0
sort-7.2 7 73.0 511.0 3 13.0 39.0
tar-1.28 27 19.4 523.0 26 7.8 201.8

Average 35 38.7 1355.6 20 21.2 429.0

jhead-3.0.0 0 0.0 0.0 0 0.0 0.0
shntool-3.0.5 9 1.0 9.0 10 1.3 13.0
autotrace-0.31.1 194 12.1 2341.6 251 11.7 2941.7
sam2p-0.49.4 79 3.5 279.7 73 3.8 276.7
sdop-0.61 1552 5.5 8582.6 1834 3.3 6015.5
latex2rtf-2.1.1 0 0.0 0.0 0 0.0 0.0
urjtag-0.8 6 11.0 66.0 0 0.0 0.0
optipng-0.5.3 3 21.7 65.0 3 12.7 38.0
a2ps-4.14 8 4.1 33.0 6 3.2 19.0

Average 206 6.5 1346.5 242 4.0 965.1

of programs and static analyses with more accurate prior probabil-
ities. Third, the learned ranking systems sometimes report more
false generalizations such as autotrace-0.31.1. However, notice that
Bingo𝑀 exhaustively inspects all the alarms to discover the true
alarms. The rankings of the true alarms are consistently low and
all the 18 bugs are discovered in the last 18 iterations, hence less
number of false generalizations. On the other hand, the first true
alarm is discovered only after 18 iterations with BayeSmith that
improves the rankings of the other true alarms. This effect makes a
high chance of introducing false generalizations, but significantly
improves the overall rankings.

In summary, the learned rules by BayeSmith reduce the negative
effect by false generalizations. For the interval analysis, BayeSmith
reduces the average frequency and magnitude of false generaliza-
tions by 42.9% and 45.2%, respectively. For the taint analysis, the
average magnitude is reduced by 38.5%. The average number of
false generalizations increases because of the exceptional cases, but
even for such cases, the quality of overall ranking improves. In
terms of overall impact (Freq×Mag), BayeSmith shows 68.4% and
28.3% of improvement, respectively.

5.4 Robustness of the Learning Algorithm

In order to measure how data splitting affects the quality of learned
models, we evaluate the performance of BayeSmith with differ-
ent quantities of training and testing data. For each analysis, we
randomly chose 80% of the benchmark programs as a training set
and the remaining 20% as a test set. We repeated this process ten
times and report the averages. We measure the total number of
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Table 4: Statistics of user interactions using the alarm rank-

ing systems learned with different training set.

BayeSmith90 BayeSmith80

Program Avg. Stddev. Avg. Stddev.

Interval 65.0 40.7 65.2 41.0
Taint 18.8 23.0 19.0 22.9

iterations for each test set (BayeSmith80) compared to that of the
leave-one-out setting that is the same as Section 5.2 (BayeSmith90).

Table 4 shows the performance of BayeSmith with 10 different
combinations of training and test sets. On average, BayeSmith80
reduces the number of user interactions by 34.3% for the interval
analysis and 18.8% for the taint analysis. Compared to BayeSmith90,
BayeSmith80 shows 0.2% and 1.0% less improvement for each of
the analysis task. In total, the results are comparable to those with
BayeSmith90 in Section 5.2 that shows the learning algorithm is
robust with different training data.

5.5 Scalability

The computational overhead of Bayesian inference typically in-
creases as the size of Bayesian network grows because of the refine-
ments by BayeSmith. We measure the size of Bayesian networks in
terms of the number of tuples and grounded clauses in derivation
trees and the average running time for each Bayesian inference. The
Bayesian networks are optimized using optimization algorithms
described in the previous work [39].

Table 5 shows the average size and response time. Bingo uses a
monolithic set of 7 rules while BayeSmith derives 25 and 13 rules
on average for each analysis. On average, the synthesized networks
have 1.4x more nodes for the interval analysis and 1.1x for nodes
for the taint analysis, compared to the baseline. As the networks
become larger, the average running time also increases by 5.1x
and 2.6x, respectively. In most cases, it only requires less than 10
seconds. Even for some exceptional cases such as readelf-2.24, the
average response time is about a minute, which is reasonable for
real world deployment.

6 LIMITATIONS AND OPPORTUNITIES

This section identifies the limitations of our approach and chal-
lenges for future work. First, BayeSmith requires background
knowledge in the form of existing analysis rules. We demonstrated
a set of rules for def-use relations based on the sparse analysis
framework [36] is a reasonable starting point. While def-use re-
lations are used in a large class of analyses [16, 44, 49], there can
be other analyses that require the analysis designers to derive ini-
tial rules based on different background knowledge. To address
this challenge, we plan to devise a purely data-driven synthesis
algorithm without requiring background knowledge. Second, Baye-
Smith only considers a syntax-guided refinement that might not
accurately reflect deeper semantic aspects. For future work, we plan
to develop a refinement algorithm considering the characteristics
of abstract domains and semantics. Finally, BayeSmith assumes an
ideal user interaction model where the user always gives correct
feedback on the top-ranked alarm. However, the user might make a
mistake, give partial feedback, or diagnose arbitrary alarms. Thus,

developing a more advanced interaction model is also an important
future direction for our work.

7 RELATEDWORK

Our approach aims to overcome the fundamental limitation of the
existing user-guided approaches. There have been several tech-
niques to improve static analysis accuracy by leveraging user feed-
back. Bayesian alarm ranking systems compute a confidence score
for each alarm and update rankings based on the user feedback [15,
39]. Alarm clustering computes logical correlations between alarms
so that a set of alarms are logically grouped together [21, 22], such
that each alarm group is resolved by inspecting a single represen-
tative alarm. Alarm classification techniques ask questions about
labels or root causes of alarms to classify analysis reports by solving
optimization problems [23, 50]. None of the existing approaches
learn detailed knowledge from an analysis for one program to that
for other programs. Instead, we provide a learning framework for
probabilistic models and outperform the existing approaches.

Recently, many techniques for synthesizing Datalog programs
have been proposed [3, 40, 45, 46], but their goal is different from
BayeSmith. Their goal is to efficiently synthesize Datalog rules
from input-output specifications. Zaatar [3] proposes a constraint-
based synthesis by encoding the output of candidate Datalog pro-
grams as SMT constraints. Alps [45] leverages a search space prun-
ing technique for efficient enumerative synthesis. Difflog and
ProSynth employ provenance information combined with contin-
uous optimization [46] and SAT solving [40]. One notable difference
is that Datalog programs are typically interpreted over a Boolean
semiring, where each tuple is either derived or not, while our focus
in alarm prioritization is to rank alarms in order of confidence, so
each tuple is additionally associated with a real-valued score.

Existing structure learning techniques that have been developed
by themachine learning community [11, 43, 48] are not applicable to
our problem. The goal of structure learning algorithms for Bayesian
networks and Markov Logic Networks has been to find a model
with a high likelihood on the observed data. In contrast, BayeSmith
finds a refinement of an existing model, which is tightly coupled
with the underlying static analysis, while preserving the derivability
of the original set of alarms (Theorem 4.1). Furthermore, conven-
tional structure learning algorithms have limited scalability since
they typically learn rules from scratch. The standard approaches to
structure learning typically require complete data (i.e., labels for
all random variables). However, this assumption is unrealistic for
our problem since it is hard to obtain labels for all intermediate
results of static analysis. Although several techniques [2, 8] can
learn structures from incomplete data, they are only applicable to
small datasets with up to a few dozen random variables, while our
benchmarks, on average, have more than 1K variables (Table 5).

There is a large body of research for automatically learning
heuristics for static analysis [4, 10, 12–14, 17–19, 38, 47]. The exist-
ing approaches use various learning techniques to derive heuris-
tics for controlling context-sensitivity [17, 19], variable relation-
ship [10, 12, 47], resource management [13], and unsoundness [14].
While all these approaches rely on handcrafted features, our ap-
proach learns syntactic features that are directly derived from the
grammar of the target language. Jeon et al. [18] automatically learns
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Table 5: Scalability of our learning approach. #T and #C are

the average number of tuples and clauses of the networks. #R

indicates the number of rules to construct a network. Time

is the average duration of Bayesian inference.

Bingo BayeSmith

Program #T #C Time (s) #R #T #C Time (s)

Interval 3,053 3,385 2.9 25 4,414 4,746 14.9
Taint 422 541 1.2 13 475 595 3.0

graph-based heuristics without manual features, but their approach
is specialized for pointer analysis. Chae et al. [4] automatically
generates features from program syntax. They represent features
as small programs that concisely capture the behavior of static
analysis with flow-sensitivity or relational domain. However, these
approaches are not directly applicable to learning Bayesian net-
works for alarm ranking systems.

8 CONCLUSION

WepresentedBayeSmith, a general learning framework for Bayesian
alarm ranking systems. BayeSmith fundamentally improves the
quality of user-guided program reasoning systems by learning the
structure of the underlying probabilistic model. BayeSmith learns
accurate Bayesian networks by minimizing the effect of false gen-
eralizations observed from simulated user interactions with labeled
data. In the experiments with two instance analyses, we demon-
strated the effectiveness of learned rules and significant improve-
ment in terms of the user’s alarm inspection burden.
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A CALCULATING POSTERIOR PROBABILITY

This Appendix illustrates the calculation of (1) in Section 2. The
posterior probability can be factorized into two terms:

Pr
(
Alarm(10) | ¬Alarm(7)

)
= Pr

(
Alarm(10) | DUPath(5, 6)

)
× Pr

(
DUPath(5, 6) | ¬Alarm(7)

)
.

The first term is computed as follows:

Pr
(
Alarm(10) | DUPath(5, 6)

)
= Pr

(
Alarm(10) | DUPath(5, 6) ∧ DUEdge(6, 10)

)
× Pr

(
DUEdge(6, 10)

)
= Pr

(
Alarm(10) | 𝑟2 (5, 6, 10)

)
× 𝑝𝑟2 × 0.99

= Pr
(
Alarm(10) | DUPath(5, 10)

)
× 0.992

= Pr
(
Alarm(10) | DUPath(5, 10) ∧ Overflow(10)

)
× Pr

(
Overflow(10)

)
× 0.992

= Pr
(
Alarm(10) | 𝑟3 (5, 10)

)
× 𝑝𝑟3 × 0.99

3 = 0.994 = 0.96

By Bayes’ rule, the second term is evaluated as follows4:

Pr
(
DUPath(5, 6) | ¬Alarm(7)

)
=

Pr
(
¬Alarm(7) | DUPath(5, 6)

)
× Pr

(
DUPath(5, 6)

)
Pr

(
¬Alarm(7))

= Pr
(
¬Alarm(7) | DUPath(5, 6) ∧ DUEdge(6, 7)

)
× Pr

(
DUPath(5, 6)

)
× Pr

(
DUEdge(6, 7)

)
× 0.07−1

= Pr
(
¬Alarm(7) | DUPath(5, 6) ∧ DUEdge(6, 7)

)
× 0.992 × 0.07−1

The probability Pr
(
¬Alarm(7) | DUPath(5, 6) ∧ DUEdge(6, 7)

)
is

the sum of following disjoint cases:
• 𝑟2 (5, 6, 7) misfired:

Pr
(
¬Alarm(7) | ¬𝑟2 (5, 6, 7)

)
× Pr

(
¬𝑟2 (5, 6, 7) | DUPath(5, 6) ∧ DUEdge(6, 7)

)
= 1 × (1 − 𝑝𝑟2 ) = 0.01 (10)

• 𝑟2 (5, 6, 7) fired, Overflow(7) was true, but 𝑟3 (5, 7) misfired:

Pr
(
¬Alarm(7) | 𝑟2 (5, 6, 7)

)
× Pr

(
𝑟2 (5, 6, 7) | DUPath(5, 6) ∧ DUEdge(6, 7)

)
= Pr

(
¬Alarm(7) | DUPath(5, 7)

)
× 0.99

= Pr
(
¬Alarm(7) | DUPath(5, 7) ∧ Overflow(7)

)
× Pr

(
Overflow(7)

)
× 0.99

= Pr
(
¬Alarm(7) | ¬𝑟3 (5, 7)

)
× Pr

(
¬𝑟3 (5, 7) | DUPath(5, 7) ∧ Overflow(7)

)
× 0.992

= (1 − 𝑝𝑟3 ) × 0.99
2 = 0.0098 (11)

• 𝑟2 (5, 6, 7) fired but Overflow(7) was false:
Pr

(
¬Alarm(7) | 𝑟2 (5, 6, 7)

)
× Pr

(
𝑟2 (5, 6, 7) | DUPath(5, 6) ∧ DUEdge(6, 7)

)
= Pr

(
¬Alarm(7) | DUPath(5, 7)

)
× 0.99

= Pr
(
¬Alarm(7) | DUPath(5, 7) ∧ ¬Overflow(7)

)
× Pr

(
¬Overflow(7)

)
× 0.99

= 0.01 × 0.99 = 0.0099 (12)

4For simplicity, we assume that Pr
(
DUPath(5, 6)

)
= 0.99

Then, the the sum of (10), (11), and (12) defines the following prob-
ability:

Pr
(¬Alarm(7) | DUPath(5, 6) ∧ DUEdge(6, 7)) = 0.0297.

Overall, the second term is evaluated as follows:

Pr
(
DUPath(5, 6) | ¬Alarm(7)) = 0.0297 × 0.992 × 0.07−1 = 0.42

Finally, the true alarm now has significantly low probability by
multiplying the two terms:

Pr
(
Alarm(10) | ¬Alarm(7)) = 0.96 × 0.42 = 0.40.

B FORMAL DEFINITION OF RULE

REFINEMENT

Given a set of analysis rules R and a set of grammar rules RG , we
refine each analysis rule 𝑟 by augmenting the rule with a grammar
rule 𝑟G . We define the refined set of rules by ⊗ as follows:

R ⊗ RG = {R \ {𝑟 } ∪ R′ | R′ = 𝑟 ⊗ 𝑟G, 𝑟 ∈ R, 𝑟G ∈ RG}.
We abuse the notation 𝑟 ⊗ 𝑟G to denote the refinement on each

rule5. Consider an analysis rule 𝑟 and a grammar rule 𝑟G :

𝑟 : 𝑅ℎ (𝑣ℎ) :− . . . , 𝑅𝑖 (𝑣𝑖 ), . . .
𝑟G : 𝑅′

ℎ
(𝑣′

ℎ
) :− . . .

The refinement of rule 𝑟 with 𝑟G is defined as follows:

𝑟 ⊗ 𝑟G =

{
{𝑟1, 𝑟2 } if Type(𝑣𝑖 ) = Type(𝑣′

ℎ
)

{𝑟 } otherwise

where Type(𝑣) denotes the type of syntactic unit denoted by vari-
able 𝑣 such as command or expression. The refined rules 𝑟1 and 𝑟2
are defined as follows:

𝑟1 : 𝑅ℎ (𝑣ℎ) :− Body(𝑟 ),Body(𝑟G) [𝑣𝑖/𝑣′ℎ ]
𝑟2 : 𝑅ℎ (𝑣ℎ) :− Body(𝑟 ), !Body(𝑟G) [𝑣𝑖/𝑣′ℎ ]

where Body(𝑟 ) denotes the body of 𝑟 , Body(𝑟G) [𝑣𝑖/𝑣 ′ℎ] denotes
the body of 𝑟G where all occurrences of 𝑣 ′

ℎ
are replaced by 𝑣𝑖 , and

!Body(𝑟G) denotes the negated condition of Body(𝑟G).

C PROOF OF THEOREM 4.1

Theorem 4.1 (Preservation). Consider two Datalog programs
D1 = (I1,O1,R1) and D2 = (I2,O2,R2). For any set 𝐼 of input facts,

∀𝑛 ≥ 0. tuple 𝑡 is derivable from D1 ⇐⇒ 𝑡 is derivable from D

where D = (I1 ⊎ I2 ⊎ O2,O1,R) and R ∈ (R1 ⊗𝑛 R2).
Proof. If 𝑛 = 0, it trivially holds since R1 = R. For 𝑛 ≥ 1, we

use induction. The proof consists of two parts:
• (=⇒)
– Base case: Suppose 𝑛 = 1 and 𝑡 is derived by rule 𝑟 ∈ R1. If
𝑟 ∈ R then trivial. Otherwise, there must be two refined rules
from 𝑟 . By definition of ⊗, 𝑡 is derivable from one of them.

– Inductive case: Suppose 𝑡 is derived by rule 𝑟 ∈ R𝑘 where
R𝑘 ∈ (R1 ⊗𝑘 R2). Then we show 𝑡 is also derivable from
𝑟 ′ ∈ R𝑘+1 where R𝑘+1 ∈ (R1 ⊗𝑘+1 R2). The proof is similar to
the base case.

• (⇐=)

5For brevity, we assume that each relation has only one argument and there exists at
most one candidate of refinement. The extension to general cases is straightforward.
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– Base case: Suppose 𝑛 = 1 and 𝑡 is derived by rule 𝑟 ∈ R. If
𝑟 ∈ R1 then trivial. Otherwise, there must be a rule 𝑟 ′ ∈ R1
from which 𝑟 is refined. By definition of ⊗, 𝑡 is derivable from
𝑟 ′.

– Inductive case: Suppose 𝑡 is derived by rule 𝑟 ∈ R𝑘 where
R𝑘+1 ∈ (R1 ⊗𝑘+1 R2). Then we show 𝑡 is also derivable from
𝑟 ′ ∈ R𝑘 where R𝑘 ∈ (R1 ⊗𝑘 R2). The proof is similar to the
base case.

□

14
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D EXPERIMENTAL EVALUATION

D.1 EM Algorithm

Given a vector of rule probabilities 𝒑, we write Pr𝒑 for the induced
joint probability distribution. Starting from a randomly chosen 𝒑0,
the algorithm iteratively computes the next estimation as follows:

𝑝𝑛+1𝑟 =

∑
𝑔𝑟

Pr𝒑𝑛 (𝑐𝑔𝑟 ∧𝐴𝑔𝑟 )∑
𝑔𝑟

Pr𝒑𝑛 (𝐴𝑔𝑟 )
until the improvement is less than a threshold. Here, 𝑔𝑟 is the set of
all grounded clauses derived by 𝑟 ,𝐴𝑔𝑟 is the set of all antecedents of
𝑔𝑟 , 𝑐𝑔𝑟 is its conclusion, and 𝑝𝑛+1𝑟 is the estimated rule probability
of 𝑟 . We set the threshold to 10−6.

D.2 Experimental Results

Figure 8 shows the plots for comparison of the ranking performance.

15
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Figure 8: Comparison of the ranking performance.
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E LEARNED RULE INSTANCES

Table 6 describes the initial set of rules (i.e. rules for Bingo𝑀 ).
Tables 7–20 describe the learned sets of rules by BayeSmith for
each benchmark. We omit the corresponding probabilities of each
rule here, as they are computed as in Section 2.4.
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Table 6: Initial Rules

DUPath(𝑣0, 𝑣1) :− DUEdge(𝑣0, 𝑣1) .
DUPath(𝑣0, 𝑣1) :− FalseBranch(𝑣0, 𝑣1) .
DUPath(𝑣0, 𝑣1) :− TrueBranch(𝑣0, 𝑣1) .
DUPath(𝑣0, 𝑣1) :− DUPath(𝑣0, 𝑣2),DUEdge(𝑣2, 𝑣1) .
DUPath(𝑣0, 𝑣1) :− DUPath(𝑣0, 𝑣2), FalseCond(𝑣2), FalseBranch(𝑣2, 𝑣1) .
DUPath(𝑣0, 𝑣1) :− DUPath(𝑣0, 𝑣2), TrueCond(𝑣2), TrueBranch(𝑣2, 𝑣1) .

Alarm(𝑣1) :− DUPath(𝑣0, 𝑣1),Overflow(𝑣1) . (only for interval analysis)
Alarm(𝑣1) :− DUPath(𝑣0, 𝑣1), Sink(𝑣1) . (only for taint analysis).

Table 7: gzip-1.2.4a

DUPath(𝑣6, 𝑣7) :− DUEdge(𝑣6, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− FalseBranch(𝑣6, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− TrueBranch(𝑣6, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), FalseCond(𝑣8), FalseBranch(𝑣8, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), TrueCond(𝑣8), TrueBranch(𝑣8, 𝑣7),Assume(𝑣7, _) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), TrueCond(𝑣8), TrueBranch(𝑣8, 𝑣7), !Assume(𝑣7, _) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8),Assign(𝑣8, _, _), Loop(𝑣8),DUEdge(𝑣8, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), !Assign(𝑣8, _, _), Loop(𝑣8),DUEdge(𝑣8, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8),Assign(𝑣8, _, _), !LibCall(𝑣8, _), !Loop(𝑣8),DUEdge(𝑣8, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), !Loop(𝑣8),DUEdge(𝑣8, 𝑣7), LibCall(𝑣8, 𝑣93), LvalExp(𝑣93, _) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), !Loop(𝑣8),DUEdge(𝑣8, 𝑣7), LibCall(𝑣8, 𝑣93), !LvalExp(𝑣93, _) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), !Assign(𝑣8, _, _),Assume(𝑣8, _), !LibCall(𝑣8, _), !Loop(𝑣8),DUEdge(𝑣8, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), !Assign(𝑣8, _, _), !Assume(𝑣8, _), !LibCall(𝑣8, _), !Loop(𝑣8),DUEdge(𝑣8, 𝑣7) .

Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7),DerefExp(𝑣7, 𝑣12, 𝑣13), LvalExp(𝑣13, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, 𝑣12, _), !Memchr(𝑣7, 𝑣12, _, _), Strcat(𝑣7, 𝑣12, _, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, 𝑣12, _), !Memchr(𝑣7, 𝑣12, _, _), !Strcat(𝑣7, 𝑣12, _, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, 𝑣12, _),Memchr(𝑣7, 𝑣12, 𝑣38, _),Cast(𝑣38, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, 𝑣12, _),Memchr(𝑣7, 𝑣12, 𝑣38, _), !Cast(𝑣38, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7),DerefExp(𝑣7, 𝑣12, 𝑣13),BinOp(𝑣13, _, _, _), !LvalExp(𝑣13, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7),DerefExp(𝑣7, 𝑣12, 𝑣13), !BinOp(𝑣13, _, _, _), !LvalExp(𝑣13, _) .
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Table 8: fribidi-1.0.7, patch-2.7.1, and grep-2.19

DUPath(𝑣6, 𝑣7) :− DUEdge(𝑣6, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− FalseBranch(𝑣6, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− TrueBranch(𝑣6, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), FalseCond(𝑣8), FalseBranch(𝑣8, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), TrueCond(𝑣8), TrueBranch(𝑣8, 𝑣7),Assume(𝑣7, _) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), TrueCond(𝑣8), TrueBranch(𝑣8, 𝑣7), !Assume(𝑣7, _) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8),Assign(𝑣8, _, _), Loop(𝑣8),DUEdge(𝑣8, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8),Assign(𝑣8, _, _), !Loop(𝑣8),DUEdge(𝑣8, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), !Assign(𝑣8, _, _), Loop(𝑣8),DUEdge(𝑣8, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), !Assign(𝑣8, _, _), !LibCall(𝑣8, _), !Loop(𝑣8),DUEdge(𝑣8, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), !Assign(𝑣8, _, _), !Loop(𝑣8),DUEdge(𝑣8, 𝑣7), LibCall(𝑣8, 𝑣2449), LvalExp(𝑣2449, _) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), !Assign(𝑣8, _, _), !Loop(𝑣8),DUEdge(𝑣8, 𝑣7), LibCall(𝑣8, 𝑣2449), !LvalExp(𝑣2449, _) .

Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, 𝑣12, _), !Memchr(𝑣7, 𝑣12, _, _), !Strcat(𝑣7, 𝑣12, _, _), !Strcpy(𝑣7, 𝑣12, _, _),
!Strncpy(𝑣7, 𝑣12, _, _, _) .

Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, 𝑣12, _), !Memchr(𝑣7, 𝑣12, _, _), !Strcat(𝑣7, 𝑣12, _, _), Strncpy(𝑣7, 𝑣12, 𝑣1, _, _), !Cast(𝑣1, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, 𝑣12, _), !Memchr(𝑣7, 𝑣12, _, _), Strcat(𝑣7, 𝑣12, 𝑣2144, 𝑣2313),Cast(𝑣2144, _),Cast(𝑣2313, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, 𝑣12, _), !Memchr(𝑣7, 𝑣12, _, _), Strcat(𝑣7, 𝑣12, 𝑣2144, 𝑣2313),Cast(𝑣2144, _), !Cast(𝑣2313, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, 𝑣12, _), !Memchr(𝑣7, 𝑣12, _, _), Strcat(𝑣7, 𝑣12, 𝑣2144, _), !Cast(𝑣2144, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, 𝑣12, _),Memchr(𝑣7, 𝑣12, 𝑣48, _),Cast(𝑣48, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, 𝑣12, _),Memchr(𝑣7, 𝑣12, 𝑣48, _), !Cast(𝑣48, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7),DerefExp(𝑣7, 𝑣12, 𝑣13),BinOp(𝑣13, _, _, _), !LvalExp(𝑣13, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7),DerefExp(𝑣7, 𝑣12, 𝑣13), !BinOp(𝑣13, _, _, _), !LvalExp(𝑣13, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7),DerefExp(𝑣7, 𝑣12, 𝑣13), LvalExp(𝑣13, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, 𝑣1, _), !Memchr(𝑣7, 𝑣1, _, _), !Strcat(𝑣7, 𝑣1, _, _), !Strncpy(𝑣7, 𝑣1, _, _, _),

Strcpy(𝑣7, 𝑣1, _, 𝑣2),Cast(𝑣2, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, 𝑣1, _), !Memchr(𝑣7, 𝑣1, _, _), !Strcat(𝑣7, 𝑣1, _, _), !Strncpy(𝑣7, 𝑣1, _, _, _),

Strcpy(𝑣7, 𝑣1, _, 𝑣2), !Cast(𝑣2, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, 𝑣1, _), !Memchr(𝑣7, 𝑣1, _, _), !Strcat(𝑣7, 𝑣1, _, _), Strncpy(𝑣7, 𝑣1, 𝑣3, 𝑣4, _),

Cast(𝑣3, _), !Cast(𝑣4, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, 𝑣1, _), !Memchr(𝑣7, 𝑣1, _, _), !Strcat(𝑣7, 𝑣1, _, _),Cast(𝑣3, _), Strncpy(𝑣7, 𝑣1, 𝑣3, 𝑣4, 𝑣5),

Cast(𝑣4, _),Cast(𝑣5, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, 𝑣1, _), !Memchr(𝑣7, 𝑣1, _, _), !Strcat(𝑣7, 𝑣1, _, _),Cast(𝑣3, _), Strncpy(𝑣7, 𝑣1, 𝑣3, 𝑣4, 𝑣5),

Cast(𝑣4, _), !Cast(𝑣5, _) .
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Table 9: bc-1.06

DUPath(𝑣6, 𝑣7) :− DUEdge(𝑣6, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− FalseBranch(𝑣6, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− TrueBranch(𝑣6, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), TrueCond(𝑣8), TrueBranch(𝑣8, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), FalseCond(𝑣8), FalseBranch(𝑣8, 𝑣7),Assume(𝑣7, _) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), FalseCond(𝑣8), FalseBranch(𝑣8, 𝑣7), !Assume(𝑣7, _) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), Loop(𝑣8),DUEdge(𝑣8, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8),Assign(𝑣8, _, _), !LibCall(𝑣8, _), !Loop(𝑣8),DUEdge(𝑣8, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), !Loop(𝑣8),DUEdge(𝑣8, 𝑣7), LibCall(𝑣8, 𝑣96), LvalExp(𝑣96, _) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), !Loop(𝑣8),DUEdge(𝑣8, 𝑣7), LibCall(𝑣8, 𝑣96), !LvalExp(𝑣96, _) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), !Assign(𝑣8, _, _),Assume(𝑣8, _), !LibCall(𝑣8, _), !Loop(𝑣8),DUEdge(𝑣8, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), !Assign(𝑣8, _, _), !Assume(𝑣8, _), !LibCall(𝑣8, _), !Loop(𝑣8),DUEdge(𝑣8, 𝑣7) .

Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7),DerefExp(𝑣7, 𝑣13), LvalExp(𝑣13, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _), !Memchr(𝑣7, _, _), Strcat(𝑣7, _, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _),Memchr(𝑣7, 𝑣41, _),Cast(𝑣41, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _),Memchr(𝑣7, 𝑣41, _), !Cast(𝑣41, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7),DerefExp(𝑣7, 𝑣13),BinOp(𝑣13, _, _, _), !LvalExp(𝑣13, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7),DerefExp(𝑣7, 𝑣13), !BinOp(𝑣13, _, _, _), !LvalExp(𝑣13, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _), !Memchr(𝑣7, _, _), !Strcat(𝑣7, _, _), !Strcpy(𝑣7, _, _), !Strncpy(𝑣7, _, _, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _), !Memchr(𝑣7, _, _), !Strcat(𝑣7, _, _), Strncpy(𝑣7, 𝑣3, _, _), !Cast(𝑣3, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _), !Memchr(𝑣7, _, _), !Strcat(𝑣7, _, _), !Strncpy(𝑣7, _, _, _), Strcpy(𝑣7, _, 𝑣9),Cast(𝑣9, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _), !Memchr(𝑣7, _, _), !Strcat(𝑣7, _, _), !Strncpy(𝑣7, _, _, _), Strcpy(𝑣7, _, 𝑣9), !Cast(𝑣9, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _), !Memchr(𝑣7, _, _), !Strcat(𝑣7, _, _), Strncpy(𝑣7, 𝑣3, 𝑣359, _),Cast(𝑣3, _),Cast(𝑣359, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _), !Memchr(𝑣7, _, _), !Strcat(𝑣7, _, _), Strncpy(𝑣7, 𝑣3, 𝑣359, _),Cast(𝑣3, _), !Cast(𝑣359, _) .

Table 10: cflow-1.5

DUPath(𝑣6, 𝑣7) :− DUEdge(𝑣6, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− FalseBranch(𝑣6, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− TrueBranch(𝑣6, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), FalseCond(𝑣8), FalseBranch(𝑣8, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), Loop(𝑣8),DUEdge(𝑣8, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), TrueCond(𝑣8), TrueBranch(𝑣8, 𝑣7),Assume(𝑣7, _) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), TrueCond(𝑣8), TrueBranch(𝑣8, 𝑣7), !Assume(𝑣7, _) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8),Assign(𝑣8, _, _), !Loop(𝑣8),DUEdge(𝑣8, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), !Assign(𝑣8, _, _), LibCall(𝑣8, _), !Loop(𝑣8),DUEdge(𝑣8, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), !Assign(𝑣8, _, _), !LibCall(𝑣8, _), !Loop(𝑣8),DUEdge(𝑣8, 𝑣7) .

Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7),DerefExp(𝑣7, 𝑣13), LvalExp(𝑣13, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _),Memchr(𝑣7, 𝑣48, _),Cast(𝑣48, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _),Memchr(𝑣7, 𝑣48, _), !Cast(𝑣48, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7),DerefExp(𝑣7, 𝑣13),BinOp(𝑣13, _, _, _), !LvalExp(𝑣13, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7),DerefExp(𝑣7, 𝑣13), !BinOp(𝑣13, _, _, _), !LvalExp(𝑣13, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _), !Memchr(𝑣7, _, _), !Strcat(𝑣7, _, _), !Strncpy(𝑣7, _, _, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _), !Memchr(𝑣7, _, _), Strcat(𝑣7, 𝑣2065, _), !Cast(𝑣2065, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _), !Memchr(𝑣7, _, _), !Strcat(𝑣7, _, _), Strncpy(𝑣7, 𝑣101, _, _), !Cast(𝑣101, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _), !Memchr(𝑣7, _, _), Strcat(𝑣7, 𝑣2065, 𝑣2234),Cast(𝑣2065, _),Cast(𝑣2234, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _), !Memchr(𝑣7, _, _), Strcat(𝑣7, 𝑣2065, 𝑣2234),Cast(𝑣2065, _), !Cast(𝑣2234, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _), !Memchr(𝑣7, _, _), !Strcat(𝑣7, _, _), Strncpy(𝑣7, 𝑣101, 𝑣146, _),Cast(𝑣101, _),

!Cast(𝑣146, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _), !Memchr(𝑣7, _, _), !Strcat(𝑣7, _, _),Cast(𝑣3, _), Strncpy(𝑣7, 𝑣3, 𝑣1, 𝑣2),

Cast(𝑣1, _),Cast(𝑣2, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _), !Memchr(𝑣7, _, _), !Strcat(𝑣7, _, _),Cast(𝑣3, _), Strncpy(𝑣7, 𝑣3, 𝑣1, 𝑣2),

Cast(𝑣1, _), !Cast(𝑣2, _) .
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Table 11: wget-1.12

DUPath(𝑣6, 𝑣7) :− DUEdge(𝑣6, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− FalseBranch(𝑣6, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− TrueBranch(𝑣6, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), FalseCond(𝑣8), FalseBranch(𝑣8, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), TrueCond(𝑣8), TrueBranch(𝑣8, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8),Assign(𝑣8, _, _), Loop(𝑣8),DUEdge(𝑣8, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), !Assign(𝑣8, _, _), Loop(𝑣8),DUEdge(𝑣8, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8),Assign(𝑣8, _, _), !LibCall(𝑣8, _), !Loop(𝑣8),DUEdge(𝑣8, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), !Loop(𝑣8),DUEdge(𝑣8, 𝑣7), LibCall(𝑣8, 𝑣170), LvalExp(𝑣170, _) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), !Loop(𝑣8),DUEdge(𝑣8, 𝑣7), LibCall(𝑣8, 𝑣170), !LvalExp(𝑣170, _) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), !Assign(𝑣8, _, _), !Assume(𝑣8, _), !LibCall(𝑣8, _), !Loop(𝑣8),DUEdge(𝑣8, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), !Assign(𝑣8, _, _), !LibCall(𝑣8, _), !Loop(𝑣8),Assume(𝑣8, 𝑣2549),BinOp(𝑣2549, _, _, _),DUEdge(𝑣8, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), !Assign(𝑣8, _, _), !LibCall(𝑣8, _), !Loop(𝑣8),Assume(𝑣8, 𝑣2549), !BinOp(𝑣2549, _, _, _),DUEdge(𝑣8, 𝑣7) .

Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7),DerefExp(𝑣7, 𝑣17), LvalExp(𝑣17, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _), Strcat(𝑣7, 𝑣8998, _), !Cast(𝑣8998, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7),DerefExp(𝑣7, 𝑣17),BinOp(𝑣17, _, _, _), !LvalExp(𝑣17, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7),DerefExp(𝑣7, 𝑣17), !BinOp(𝑣17, _, _, _), !LvalExp(𝑣17, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _), !Strcat(𝑣7, _, _),Memchr(𝑣7, 𝑣113, _),Cast(𝑣113, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _), !Strcat(𝑣7, _, _),Memchr(𝑣7, 𝑣113, _), !Cast(𝑣113, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _), Strcat(𝑣7, 𝑣8998, 𝑣9500),Cast(𝑣8998, _),Cast(𝑣9500, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _), Strcat(𝑣7, 𝑣8998, 𝑣9500),Cast(𝑣8998, _), !Cast(𝑣9500, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _), !Memchr(𝑣7, _, _), !Strcat(𝑣7, _, _), Strcpy(𝑣7, _, _), !Strncpy(𝑣7, _, _, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _), !Memchr(𝑣7, _, _), !Strcat(𝑣7, _, _), !Strcpy(𝑣7, _, _), !Strncpy(𝑣7, _, _, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _), !Memchr(𝑣7, _, _), !Strcat(𝑣7, _, _), Strncpy(𝑣7, 𝑣85, _, _), !Cast(𝑣85, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _), !Memchr(𝑣7, _, _), !Strcat(𝑣7, _, _), Strncpy(𝑣7, 𝑣85, 𝑣207, _),Cast(𝑣85, _),

!Cast(𝑣207, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _), !Memchr(𝑣7, _, _), !Strcat(𝑣7, _, _),Cast(𝑣85, _), Strncpy(𝑣7, 𝑣85, 𝑣207, 𝑣304),

Cast(𝑣207, _),Cast(𝑣304, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _), !Memchr(𝑣7, _, _), !Strcat(𝑣7, _, _),Cast(𝑣85, _), Strncpy(𝑣7, 𝑣85, 𝑣207, 𝑣304),

Cast(𝑣207, _), !Cast(𝑣304, _) .

Table 12: readelf-2.4

DUPath(𝑣6, 𝑣7) :− DUEdge(𝑣6, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− FalseBranch(𝑣6, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− TrueBranch(𝑣6, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), TrueCond(𝑣8), TrueBranch(𝑣8, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), FalseCond(𝑣8), FalseBranch(𝑣8, 𝑣7),Assume(𝑣7, _) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), FalseCond(𝑣8), FalseBranch(𝑣8, 𝑣7), !Assume(𝑣7, _) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8),Assign(𝑣8, _, _), Loop(𝑣8),DUEdge(𝑣8, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), !Assign(𝑣8, _, _), Loop(𝑣8),DUEdge(𝑣8, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8),Assign(𝑣8, _, _), !LibCall(𝑣8, _), !Loop(𝑣8),DUEdge(𝑣8, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), !Loop(𝑣8),DUEdge(𝑣8, 𝑣7), LibCall(𝑣8, 𝑣78), LvalExp(𝑣78, _) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), !Loop(𝑣8),DUEdge(𝑣8, 𝑣7), LibCall(𝑣8, 𝑣78), !LvalExp(𝑣78, _) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), !Assign(𝑣8, _, _),Assume(𝑣8, _), !LibCall(𝑣8, _), !Loop(𝑣8),DUEdge(𝑣8, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), !Assign(𝑣8, _, _), !Assume(𝑣8, _), !LibCall(𝑣8, _), !Loop(𝑣8),DUEdge(𝑣8, 𝑣7) .

Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7),DerefExp(𝑣7, 𝑣13), LvalExp(𝑣13, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _),Memchr(𝑣7, 𝑣23, _),Cast(𝑣23, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _),Memchr(𝑣7, 𝑣23, _), !Cast(𝑣23, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7),DerefExp(𝑣7, 𝑣13),BinOp(𝑣13, _, _, _), !LvalExp(𝑣13, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7),DerefExp(𝑣7, 𝑣13), !BinOp(𝑣13, _, _, _), !LvalExp(𝑣13, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _), !Memchr(𝑣7, _, _), !Strcat(𝑣7, _, _), !Strncpy(𝑣7, _, _, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _), !Memchr(𝑣7, _, _), Strcat(𝑣7, 𝑣6307, _),Cast(𝑣6307, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _), !Memchr(𝑣7, _, _), Strcat(𝑣7, 𝑣6307, _), !Cast(𝑣6307, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _), !Memchr(𝑣7, _, _), !Strcat(𝑣7, _, _), Strncpy(𝑣7, 𝑣210, _, _), !Cast(𝑣210, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _), !Memchr(𝑣7, _, _), !Strcat(𝑣7, _, _), Strncpy(𝑣7, 𝑣2, 𝑣3, _),Cast(𝑣2, _),Cast(𝑣3, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _), !Memchr(𝑣7, _, _), !Strcat(𝑣7, _, _), Strncpy(𝑣7, 𝑣2, 𝑣3, _),Cast(𝑣2, _), !Cast(𝑣3, _) .
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Table 13: sed-4.3

DUPath(𝑣6, 𝑣7) :− DUEdge(𝑣6, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− FalseBranch(𝑣6, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− TrueBranch(𝑣6, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), FalseCond(𝑣8), FalseBranch(𝑣8, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), TrueCond(𝑣8), TrueBranch(𝑣8, 𝑣7),Assume(𝑣7, _) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), TrueCond(𝑣8), TrueBranch(𝑣8, 𝑣7), !Assume(𝑣7, _) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8),Assign(𝑣8, _, _), Loop(𝑣8),DUEdge(𝑣8, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8),Assign(𝑣8, _, _), !Loop(𝑣8),DUEdge(𝑣8, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), !Assign(𝑣8, _, _), Loop(𝑣8),DUEdge(𝑣8, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), !Assign(𝑣8, _, _), !LibCall(𝑣8, _), !Loop(𝑣8),DUEdge(𝑣8, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), !Assign(𝑣8, _, _), !Loop(𝑣8),DUEdge(𝑣8, 𝑣7), LibCall(𝑣8, 𝑣1840), LvalExp(𝑣1840, _) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), !Assign(𝑣8, _, _), !Loop(𝑣8),DUEdge(𝑣8, 𝑣7), LibCall(𝑣8, 𝑣1840), !LvalExp(𝑣1840, _) .

Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7),DerefExp(𝑣7, 𝑣13), LvalExp(𝑣13, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _), Strcat(𝑣7, 𝑣1611, _), !Cast(𝑣1611, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7),DerefExp(𝑣7, 𝑣13),BinOp(𝑣13, _, _, _), !LvalExp(𝑣13, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7),DerefExp(𝑣7, 𝑣13), !BinOp(𝑣13, _, _, _), !LvalExp(𝑣13, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _), !Strcat(𝑣7, _, _), Strncpy(𝑣7, 𝑣192, _, _), !Cast(𝑣192, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _), Strcat(𝑣7, 𝑣1611, 𝑣1739),Cast(𝑣1611, _),Cast(𝑣1739, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _), Strcat(𝑣7, 𝑣1611, 𝑣1739),Cast(𝑣1611, _), !Cast(𝑣1739, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣77, _),Memchr(𝑣7, _, _), !Strcat(𝑣7, _, _), !Strcpy(𝑣7, _, _), !Strncpy(𝑣7, _, _, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _), !Memchr(𝑣7, _, _), !Strcat(𝑣7, _, _), !Strcpy(𝑣7, _, _), !Strncpy(𝑣7, _, _, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _), !Strcat(𝑣7, _, _), !Strncpy(𝑣7, _, _, _), Strcpy(𝑣7, _, 𝑣6504),Cast(𝑣6504, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _), !Strcat(𝑣7, _, _), !Strncpy(𝑣7, _, _, _), Strcpy(𝑣7, _, 𝑣6504), !Cast(𝑣6504, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _), !Strcat(𝑣7, _, _), Strncpy(𝑣7, 𝑣192, 𝑣202, _),Cast(𝑣192, _), !Cast(𝑣202, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _), !Strcat(𝑣7, _, _),Cast(𝑣192, _), Strncpy(𝑣7, 𝑣192, 𝑣202, 𝑣208),Cast(𝑣202, _),Cast(𝑣208, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _), !Strcat(𝑣7, _, _),Cast(𝑣192, _), Strncpy(𝑣7, 𝑣192, 𝑣202, 𝑣208),Cast(𝑣202, _), !Cast(𝑣208, _) .
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Table 14: sort-7.2

DUPath(𝑣6, 𝑣7) :− DUEdge(𝑣6, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− FalseBranch(𝑣6, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− TrueBranch(𝑣6, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), FalseCond(𝑣8), FalseBranch(𝑣8, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), TrueCond(𝑣8), TrueBranch(𝑣8, 𝑣7),Assume(𝑣7, _) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), TrueCond(𝑣8), TrueBranch(𝑣8, 𝑣7), !Assume(𝑣7, _) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8),Assign(𝑣8, _, _), Loop(𝑣8),DUEdge(𝑣8, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8),Assign(𝑣8, _, _), !Loop(𝑣8),DUEdge(𝑣8, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), !Assign(𝑣8, _, _), Loop(𝑣8),DUEdge(𝑣8, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), !Assign(𝑣8, _, _),Assume(𝑣8, _), !LibCall(𝑣8, _), !Loop(𝑣8),DUEdge(𝑣8, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), !Assign(𝑣8, _, _), !Assume(𝑣8, _), !LibCall(𝑣8, _), !Loop(𝑣8),DUEdge(𝑣8, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), !Assign(𝑣8, _, _), !Loop(𝑣8),DUEdge(𝑣8, 𝑣7), LibCall(𝑣8, 𝑣2754), LvalExp(𝑣2754, _) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), !Assign(𝑣8, _, _), !Loop(𝑣8),DUEdge(𝑣8, 𝑣7), LibCall(𝑣8, 𝑣2754), !LvalExp(𝑣2754, _) .

Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7),DerefExp(𝑣7, 𝑣13), LvalExp(𝑣13, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _),Memchr(𝑣7, 𝑣48, _),Cast(𝑣48, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _),Memchr(𝑣7, 𝑣48, _), !Cast(𝑣48, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7),DerefExp(𝑣7, 𝑣13),BinOp(𝑣13, _, _, _), !LvalExp(𝑣13, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7),DerefExp(𝑣7, 𝑣13), !BinOp(𝑣13, _, _, _), !LvalExp(𝑣13, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _), !Memchr(𝑣7, _, _), Strcat(𝑣7, 𝑣2249, _), !Cast(𝑣2249, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _), !Memchr(𝑣7, _, _), !Strcat(𝑣7, _, _), !Strcpy(𝑣7, _, _), !Strncpy(𝑣7, _, _, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _), !Memchr(𝑣7, _, _), !Strcat(𝑣7, _, _), Strncpy(𝑣7, 𝑣101, _, _), !Cast(𝑣101, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _), !Memchr(𝑣7, _, _), Strcat(𝑣7, 𝑣2249, 𝑣2418),Cast(𝑣2249, _),Cast(𝑣2418, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _), !Memchr(𝑣7, _, _), Strcat(𝑣7, 𝑣2249, 𝑣2418),Cast(𝑣2249, _), !Cast(𝑣2418, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _), !Memchr(𝑣7, _, _), !Strcat(𝑣7, _, _), !Strncpy(𝑣7, _, _, _), Strcpy(𝑣7, 𝑣3818, _),

Cast(𝑣3818, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _), !Memchr(𝑣7, _, _), !Strcat(𝑣7, _, _), !Strncpy(𝑣7, _, _, _), Strcpy(𝑣7, 𝑣3818, _),

!Cast(𝑣3818, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _), !Memchr(𝑣7, _, _), !Strcat(𝑣7, _, _), Strncpy(𝑣7, 𝑣101, 𝑣146, _),Cast(𝑣101, _),

!Cast(𝑣146, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _), !Memchr(𝑣7, _, _), !Strcat(𝑣7, _, _),Cast(𝑣2, _), Strncpy(𝑣7, 𝑣2, 𝑣3, 𝑣4),Cast(𝑣3, _),

Cast(𝑣4, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _), !Memchr(𝑣7, _, _), !Strcat(𝑣7, _, _),Cast(𝑣2, _), Strncpy(𝑣7, 𝑣2, 𝑣3, 𝑣4),Cast(𝑣3, _),

!Cast(𝑣4, _) .
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Table 15: tar-1.28

DUPath(𝑣6, 𝑣7) :− DUEdge(𝑣6, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− FalseBranch(𝑣6, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− TrueBranch(𝑣6, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), TrueCond(𝑣8), TrueBranch(𝑣8, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), FalseCond(𝑣8), FalseBranch(𝑣8, 𝑣7),Assume(𝑣7, _) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), FalseCond(𝑣8), FalseBranch(𝑣8, 𝑣7), !Assume(𝑣7, _) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), Loop(𝑣8),DUEdge(𝑣8, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8),Assign(𝑣8, _, _), !LibCall(𝑣8, _), !Loop(𝑣8),DUEdge(𝑣8, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), !Assign(𝑣8, _, _), !LibCall(𝑣8, _), !Loop(𝑣8),DUEdge(𝑣8, 𝑣7) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), !Loop(𝑣8),DUEdge(𝑣8, 𝑣7), LibCall(𝑣8, 𝑣96), LvalExp(𝑣96, _) .
DUPath(𝑣6, 𝑣7) :− DUPath(𝑣6, 𝑣8), !Loop(𝑣8),DUEdge(𝑣8, 𝑣7), LibCall(𝑣8, 𝑣96), !LvalExp(𝑣96, _) .

Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7),DerefExp(𝑣7, 𝑣13), LvalExp(𝑣13, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _), !Memchr(𝑣7, _, _), Strcat(𝑣7, _, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _),Memchr(𝑣7, 𝑣41, _),Cast(𝑣41, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _),Memchr(𝑣7, 𝑣41, _), !Cast(𝑣41, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7),DerefExp(𝑣7, 𝑣13),BinOp(𝑣13, _, _, _), !LvalExp(𝑣13, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7),DerefExp(𝑣7, 𝑣13), !BinOp(𝑣13, _, _, _), !LvalExp(𝑣13, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _), !Memchr(𝑣7, _, _), !Strcat(𝑣7, _, _), !Strcpy(𝑣7, _, _), !Strncpy(𝑣7, _, _, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _), !Memchr(𝑣7, _, _), !Strcat(𝑣7, _, _), Strncpy(𝑣7, 𝑣228, _, _), !Cast(𝑣228, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _), !Memchr(𝑣7, _, _), !Strcat(𝑣7, _, _), !Strncpy(𝑣7, _, _, _), Strcpy(𝑣7, _, 𝑣4),Cast(𝑣4, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _), !Memchr(𝑣7, _, _), !Strcat(𝑣7, _, _), !Strncpy(𝑣7, _, _, _), Strcpy(𝑣7, _, 𝑣4), !Cast(𝑣4, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _), !Memchr(𝑣7, _, _), !Strcat(𝑣7, _, _), Strncpy(𝑣7, 𝑣4, 𝑣5, _),Cast(𝑣4, _),Cast(𝑣5, _) .
Alarm(𝑣7) :− DUPath(𝑣6, 𝑣7),Overflow(𝑣7), !DerefExp(𝑣7, _), !Memchr(𝑣7, _, _), !Strcat(𝑣7, _, _), Strncpy(𝑣7, 𝑣4, 𝑣5, _),Cast(𝑣4, _), !Cast(𝑣5, _) .

Table 16: jhead-3.0.0, shntool-3.0.5, sam2p-0.49.4, latex2rtf-2.1.1 and a2ps-4.14

DUPath(𝑣0, 𝑣1) :− DUEdge(𝑣0, 𝑣1) .
DUPath(𝑣0, 𝑣1) :− FalseBranch(𝑣0, 𝑣1) .
DUPath(𝑣0, 𝑣1) :− TrueBranch(𝑣0, 𝑣1) .
DUPath(𝑣0, 𝑣1) :− FalseCond(𝑣0), FalseBranch(𝑣0, 𝑣2),DUPath(𝑣2, 𝑣1) .
DUPath(𝑣0, 𝑣1) :− TrueCond(𝑣0), TrueBranch(𝑣0, 𝑣2),DUPath(𝑣2, 𝑣1) .
DUPath(𝑣0, 𝑣1) :− DUEdge(𝑣0, 𝑣2), Loop(𝑣2),DUPath(𝑣2, 𝑣1) .
DUPath(𝑣0, 𝑣1) :− DUEdge(𝑣0, 𝑣2), !Loop(𝑣2),DUPath(𝑣2, 𝑣1) .

Alarm(𝑣1) :− DUPath(𝑣0, 𝑣1), Sink(𝑣1), !MallocSize(𝑣1, _), PrintfFormat(𝑣1, _) .
Alarm(𝑣1) :− DUPath(𝑣0, 𝑣1), Sink(𝑣1), !MallocSize(𝑣1, _), !PrintfFormat(𝑣1, _) .
Alarm(𝑣1) :− DUPath(𝑣0, 𝑣1), Sink(𝑣1),MallocSize(𝑣1, 𝑣14),BinOp(𝑣14, _, _, _) .
Alarm(𝑣1) :− DUPath(𝑣0, 𝑣1), Sink(𝑣1),MallocSize(𝑣1, 𝑣14), !BinOp(𝑣14, _, _, _), !Cast(𝑣14, _) .
Alarm(𝑣1) :− DUPath(𝑣0, 𝑣1), Sink(𝑣1),MallocSize(𝑣1, 𝑣14), !BinOp(𝑣14, _, _, _),Cast(𝑣14, 𝑣100), LvalExp(𝑣100, _) .
Alarm(𝑣1) :− DUPath(𝑣0, 𝑣1), Sink(𝑣1),MallocSize(𝑣1, 𝑣14), !BinOp(𝑣14, _, _, _),Cast(𝑣14, 𝑣100), !LvalExp(𝑣100, _) .

Table 17: autotrace-0.31.1

DUPath(𝑣0, 𝑣1) :− DUEdge(𝑣0, 𝑣1) .
DUPath(𝑣0, 𝑣1) :− FalseBranch(𝑣0, 𝑣1) .
DUPath(𝑣0, 𝑣1) :− TrueBranch(𝑣0, 𝑣1) .
DUPath(𝑣0, 𝑣1) :− FalseCond(𝑣0), FalseBranch(𝑣0, 𝑣2),DUPath(𝑣2, 𝑣1) .
DUPath(𝑣0, 𝑣1) :− TrueCond(𝑣0), TrueBranch(𝑣0, 𝑣2),DUPath(𝑣2, 𝑣1) .
DUPath(𝑣0, 𝑣1) :− DUEdge(𝑣0, 𝑣2), Loop(𝑣2),DUPath(𝑣2, 𝑣1) .
DUPath(𝑣0, 𝑣1) :− DUEdge(𝑣0, 𝑣2), !Loop(𝑣2),DUPath(𝑣2, 𝑣1) .

Alarm(𝑣1) :− DUPath(𝑣0, 𝑣1), Sink(𝑣1), PrintfFormat(𝑣1, _) .
Alarm(𝑣1) :− DUPath(𝑣0, 𝑣1), Sink(𝑣1), !MallocSize(𝑣1, _), !PrintfFormat(𝑣1, _) .
Alarm(𝑣1) :− DUPath(𝑣0, 𝑣1), Sink(𝑣1), !PrintfFormat(𝑣1, _),MallocSize(𝑣1, 𝑣14), !BinOp(𝑣14, _, _, _), LvalExp(𝑣14, _) .
Alarm(𝑣1) :− DUPath(𝑣0, 𝑣1), Sink(𝑣1), !PrintfFormat(𝑣1, _),MallocSize(𝑣1, 𝑣14), !BinOp(𝑣14, _, _, _), !LvalExp(𝑣14, _) .
Alarm(𝑣1) :− DUPath(𝑣0, 𝑣1), Sink(𝑣1), !PrintfFormat(𝑣1, _),MallocSize(𝑣1, 𝑣14),BinOp(𝑣14, 𝑣17, _, _),Mult(𝑣17) .
Alarm(𝑣1) :− DUPath(𝑣0, 𝑣1), Sink(𝑣1), !PrintfFormat(𝑣1, _),MallocSize(𝑣1, 𝑣14),BinOp(𝑣14, 𝑣17, _, _), !Mult(𝑣17) .
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Table 18: sdop-0.61

DUPath(𝑣0, 𝑣1) :− DUEdge(𝑣0, 𝑣1) .
DUPath(𝑣0, 𝑣1) :− FalseBranch(𝑣0, 𝑣1) .
DUPath(𝑣0, 𝑣1) :− TrueBranch(𝑣0, 𝑣1) .
DUPath(𝑣0, 𝑣1) :− FalseCond(𝑣0), FalseBranch(𝑣0, 𝑣2),DUPath(𝑣2, 𝑣1) .
DUPath(𝑣0, 𝑣1) :− TrueCond(𝑣0), TrueBranch(𝑣0, 𝑣2),DUPath(𝑣2, 𝑣1) .
DUPath(𝑣0, 𝑣1) :− DUEdge(𝑣0, 𝑣2), Loop(𝑣2),DUPath(𝑣2, 𝑣1) .
DUPath(𝑣0, 𝑣1) :− DUEdge(𝑣0, 𝑣2), LibCall(𝑣2, _), !Loop(𝑣2),DUPath(𝑣2, 𝑣1) .
DUPath(𝑣0, 𝑣1) :− DUEdge(𝑣0, 𝑣2), !LibCall(𝑣2, _), !Loop(𝑣2),DUPath(𝑣2, 𝑣1) .

Alarm(𝑣1) :− DUPath(𝑣0, 𝑣1), Sink(𝑣1) .

Table 19: urjtag-0.8

DUPath(𝑣0, 𝑣1) :− DUEdge(𝑣0, 𝑣1) .
DUPath(𝑣0, 𝑣1) :− FalseBranch(𝑣0, 𝑣1) .
DUPath(𝑣0, 𝑣1) :− TrueBranch(𝑣0, 𝑣1) .
DUPath(𝑣0, 𝑣1) :− FalseCond(𝑣0), FalseBranch(𝑣0, 𝑣2),DUPath(𝑣2, 𝑣1) .
DUPath(𝑣0, 𝑣1) :− TrueCond(𝑣0), TrueBranch(𝑣0, 𝑣2),DUPath(𝑣2, 𝑣1) .
DUPath(𝑣0, 𝑣1) :− DUEdge(𝑣0, 𝑣2), Loop(𝑣2),DUPath(𝑣2, 𝑣1) .
DUPath(𝑣0, 𝑣1) :− DUEdge(𝑣0, 𝑣2), !Loop(𝑣2),DUPath(𝑣2, 𝑣1) .

Alarm(𝑣1) :− DUPath(𝑣0, 𝑣1), Sink(𝑣1), !MallocSize(𝑣1, _) .
Alarm(𝑣1) :− DUPath(𝑣0, 𝑣1), Sink(𝑣1),MallocSize(𝑣1, 𝑣261),Cast(𝑣261, _) .
Alarm(𝑣1) :− DUPath(𝑣0, 𝑣1), Sink(𝑣1),MallocSize(𝑣1, 𝑣261),BinOp(𝑣261, _, _, _), !Cast(𝑣261, _) .
Alarm(𝑣1) :− DUPath(𝑣0, 𝑣1), Sink(𝑣1),MallocSize(𝑣1, 𝑣261), !BinOp(𝑣261, _, _, _), !Cast(𝑣261, _) .

Table 20: optipng-0.5.3

DUPath(𝑣0, 𝑣1) :− DUEdge(𝑣0, 𝑣1) .
DUPath(𝑣0, 𝑣1) :− FalseBranch(𝑣0, 𝑣1) .
DUPath(𝑣0, 𝑣1) :− TrueBranch(𝑣0, 𝑣1) .
DUPath(𝑣0, 𝑣1) :− FalseCond(𝑣0), FalseBranch(𝑣0, 𝑣2),DUPath(𝑣2, 𝑣1) .
DUPath(𝑣0, 𝑣1) :− TrueCond(𝑣0), TrueBranch(𝑣0, 𝑣2),DUPath(𝑣2, 𝑣1) .
DUPath(𝑣0, 𝑣1) :− DUEdge(𝑣0, 𝑣2), Loop(𝑣2),DUPath(𝑣2, 𝑣1) .
DUPath(𝑣0, 𝑣1) :− DUEdge(𝑣0, 𝑣2),Assign(𝑣2, _, _), !LibCall(𝑣2, _), !Loop(𝑣2),DUPath(𝑣2, 𝑣1) .
DUPath(𝑣0, 𝑣1) :− DUEdge(𝑣0, 𝑣2), !Assign(𝑣2, _, _), !LibCall(𝑣2, _), !Loop(𝑣2),DUPath(𝑣2, 𝑣1) .
DUPath(𝑣0, 𝑣1) :− DUEdge(𝑣0, 𝑣2), !Loop(𝑣2),DUPath(𝑣2, 𝑣1), LibCall(𝑣2, 𝑣277), LvalExp(𝑣277, _) .
DUPath(𝑣0, 𝑣1) :− DUEdge(𝑣0, 𝑣2), !Loop(𝑣2),DUPath(𝑣2, 𝑣1), LibCall(𝑣2, 𝑣277), !LvalExp(𝑣277, _) .

Alarm(𝑣1) :− DUPath(𝑣0, 𝑣1), Sink(𝑣1), !MallocSize(𝑣1, _), PrintfFormat(𝑣1, _) .
Alarm(𝑣1) :− DUPath(𝑣0, 𝑣1), Sink(𝑣1), !MallocSize(𝑣1, _), !PrintfFormat(𝑣1, _) .
Alarm(𝑣1) :− DUPath(𝑣0, 𝑣1), Sink(𝑣1),MallocSize(𝑣1, 𝑣14), !BinOp(𝑣14, _, _, _), !Cast(𝑣14, _) .
Alarm(𝑣1) :− DUPath(𝑣0, 𝑣1), Sink(𝑣1),MallocSize(𝑣1, 𝑣14),BinOp(𝑣14, 𝑣98, _, _),Mult(𝑣98) .
Alarm(𝑣1) :− DUPath(𝑣0, 𝑣1), Sink(𝑣1),MallocSize(𝑣1, 𝑣14),BinOp(𝑣14, 𝑣98, _, _), !Mult(𝑣98) .
Alarm(𝑣1) :− DUPath(𝑣0, 𝑣1), Sink(𝑣1),MallocSize(𝑣1, 𝑣14), !BinOp(𝑣14, _, _, _),Cast(𝑣14, 𝑣97), LvalExp(𝑣97, _) .
Alarm(𝑣1) :− DUPath(𝑣0, 𝑣1), Sink(𝑣1),MallocSize(𝑣1, 𝑣14), !BinOp(𝑣14, _, _, _),Cast(𝑣14, 𝑣97), !LvalExp(𝑣97, _) .
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